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Preface 

After having to postpone the 2020 edition of the Conference on Computer-Mediated Communication (CMC) and Social 

Media Corpora because of the global COVID-19 pandemic, we are very pleased to present the proceedings of the 8th 

edition of the conference (CMC-corpora 2021). This conference series is dedicated to the collection, annotation, processing, 

analysis, and exploitation of corpora of computer-mediated communication and social media for research in the humanities 

and beyond. The annual event brings together language-centred research on CMC and social media in linguistics, 

communication sciences, media studies, and social sciences with research questions from the fields of corpus and 

computational linguistics, language and text technology, and machine learning.  

 

The 8th Conference on CMC and Social Media Corpora was hosted by Radboud University in Nijmegen, the Netherlands 

on 28 and 29 October 2021. Due to the aftermath of the corona pandemic, the conference was organised in hybrid format: 

both online and in-person participants were fully accommodated. 

 

The conference attracted 49 submissions. Each submission was reviewed by members of the scientific committee. This 

committee ultimately decided to accept 22 papers and 15 posters. The contributions were presented in seven oral sessions 

and two poster sessions. The contributions in these proceedings cover a wide range of topics that can roughly be divided 

into three categories. The first category focusses on language. Both sociolinguistics and interactional linguistics are 

included in these proceedings. The second category of contributions take a methodological approach by focussing on text 

mining, corpus compilation and coding, and multimodality. The third category of contributions focusses on the application 

of CMC corpora research to business communication or society in general.  

 

The program also included two invited talks: a keynote talk by Malvina Nissim (University of Groningen, the Netherlands) 

on the perks and perils of natural language processing and a keynote talk by Jannis Androutsopoulos (University of 

Hamburg, Germany) on scaling social media data in research on visual prosody. In addition, the conference was completed 

with a panel session in which the relation between science and practice was discussed. The conference was preceded by an 

online workshop on data management for creating FAIR CMC corpora, which was organised with the support of CLARIN. 

 

This volume contains abstracts of the invited talks, short papers of oral presentations, and abstracts of posters presented at 

the conference. Extended papers of the best conference presentations will appear in a special issue of the journal Psychology 

of Language and Communication. 

 

We wish to thank all colleagues who contributed to the conference and to this volume with their papers, posters, and keynote 

lectures. Thanks also go to the members of the International steering committee (Michael BeiÇwenger, University 

Duisburg-Essen, Germany; Steven Coats, University of Oulu, Finland; and Lisa Hilte, University of Antwerp, Belgium) 

for their support and help. We would also like to thank Hester Groot for her practical support. Furthermore, we wish to 

thank Radboud Universityôs International Office, the Centre for Language Studies, and the Fund for Scientific Practice of 

Organizational Communication for their financial contribution to the conference.  

 

While building on the results of earlier CMC-corpora conferences in Dortmund, Germany (2013 and 2014), Rennes, France 

(2015), Ljubljana, Slovenia (2016), Bolzano, Italy (2017), Antwerp, Belgium (2018), and Cergy-Pontoise, France (2019), 

we hope that the Nijmegen 2021 conference will further extend scientific knowledge on CMC and social media corpora, 

as well as develop the practical application of that knowledge, while underlining the relevance of the humanities 

perspective. 

 

 

Nijmegen, October 12, 2021 

 

On behalf of the Organising committee, 

Iris Hendrickx, 

Lieke Verheijen, and 

Lidwien van de Wijngaert 
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The Perks and Perils of Natural Language Processing 

Malvina Nissim 
University of Groningen 

 

Tools based on Natural Language Processing are by now part of daily life, both in the personal realm as well as in the work-

related arena. Recommender systems on social media, automatic translators, job application assessors are just some 

examples. People take many such tools for granted, and oftentimes do not even realise they are playing a role, and which 

role, in their lives. Developing and using such tools for a variety of studies and applications poses many choices: What data 

should I use? Which algorithm is most appropriate? Are my results reliable? And how much are my modelling choices 

influencing my findings and my analyses? 

In my talk, I will talk about the relationship between the giant leap forward Natural Language Processing research has 

made in recent years, and the risks such positive developments might pose. I will zoom in on bias and show how it can be 

found in models, algorithms, data, society, and - importantly - in ourselves, too. We will also see that the definition of bias 

is not straightforward, that what counts as bias isnôt a universally accepted concept, as it heavily interacts with our own 

cultural and individual biases, and that it is not obvious what the best strategies are to deal with it from an NLP perspective. 

Biases that percolate from our society to our data and thus to our widely used language models and to the tools that are 

built on them are not the only problem, of course. The fact that contemporary language models, such as the GPT family, 

are able to generate text that can be indistinguishable from human-produced language yields potentially dangerous 

situations where, for example, large amounts of unaccountable machine-generated hateful comments might be spread to 

social media, or fake news can be beautifully concocted and massively circulated (at a volume and speed which are 

obviously unparalleled by human production.) 

As researchers who apply computational methods to language analysis and as NLP practitioners who contribute to the 

development of applications used at large by society, how should we pose ourselves with respect to such issues intrinsic 

in, and raised by, our work? I will critically reflect on these aspects by means of examples and by interacting as much as 

possible with the audience. 

 

Bio 

Prof. Dr. Malvina Nissim holds a Chair in Computational Linguistics and Society at the University of Groningen, the 

Netherlands. She has experience in sentiment analysis and author identification and profiling, and is interested in Natural 

Language Generation, with a focus on style-controlled text. A crucial aspect of her work is the reflection over ethical issues 

in NLP, and she is a Member at Large of the newly formed ACL Ethics Committee. She is the author of 100+ publications 

in international venues, is member of the main associations in the field, annually reviews for the major conferences and 

journals, and organises and/or (co-)chairs large-scale scientific events. She graduated in Linguistics from the University of 

Pisa, and obtained her PhD in Linguistics from the University of Pavia. Before joining the University of Groningen, she 

was a tenured researcher at the University of Bologna (2006-2014), and a post-doc at the Institute for Cognitive Science 

and Technology in Rome (2006) and at the University of Edinburgh (2001-2005). In 2017, she was elected as the 2016 

University of Groningen Lecturer of the Year. 
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Scaling it up on Reddit:  
From óSmallô to óBiggerô Social Media Data in Research on Visual Prosody 

Jannis Androutsopoulos 
University of Hamburg 

 

Research on language in social media can be broadly divided into ósmallô and óbig dataô approaches. Advantages and 

disadvantages put aside, there is a lack of theoretical and methodological dialogue between the two approaches. Research 

on large social media corpora draws on computational methods, while studies that rely on small data sets are becoming 

more hybrid, blending on and offline communication and different media formats (cf. Androutsopoulos/Staehr 2018, 

Bolander/Locher 2020). In this talk, I argue that ósmallô and óbigô data approaches would mutually benefit from exchange 

and synergy-building, and suggest that one way to achieve this is in terms of research designs that start out with ósmallerô 

and move on to ólargerô data sets (óscaling upô) or the other way around (óscaling downô). Such back and forth between 

aggregated data and richer situational and sequential contexts can help illuminate language in social media from several 

perspectives (Ilbury 2020). 

This idea is discussed on the example of a case study on visual prosody, a term used here as a bracket term for manipulations 

of written-language signs that fulfil expressive functions (e.g. emphasis, excitement, a jocular tone), which are mainly 

conveyed by prosody in speech. The feature in focus is the óagitation markô (Aufregezeichen) in German social media: a 

sequence of graphs that consists of one or more tokens of the exclamation mark, the digit <1> and occasionally other 

graphs, for example <!!11!>. <!!1!11>, or <!1!!>. In an explorative study (Androutsopoulos 2022), a small and subjectively 

collected corpus of agitation marks was used to identify the signôs semiotic status, its pragmatic meaning, and some patterns 

of discourse usage. This corpus was ósubjectiveô ï in the sense of consisting out of screenshots I made myself over several 

months on a range of social media platforms, including Facebook, Twitter, and Reddit ï and contextually rich, as all 

examples came with a lot of discursive, sequential and multimodal context and were personally identified and scrutinized 

by myself. The qualitative analysis of this material found that agitation marks are used as a marker of stylization and 

distancing, and contextualize social voices ï voices of populists, chauvinists, covid deniers, and others ï that the writers of 

the sign distance themselves from. Despite considerable allographic variability, these sign combinations are recognised as 

tokens of a distinct graphic sign, and have developed a distinct political usage in German digital discourse in the course of 

the 2010s. 

While ósmallô data take us quite far indeed in some respects, they are not really adequate in others: a more systematic 

sampling of social media data is required to examine, for example, just how frequent this sign is in social media data and 

how its use developed over time. To this aim I am currently developing a second data collection from the biggest and oldest 

German-language community on Reddit, /de. My interest at this stage is to reflect on the methodological implications of 

this upscaling, which entails not just (obviously) a widening of the data, but also a narrowing, inasmuch as data is now 

collected on one particular subreddit, and a pre-configured control over sampling and selected metadata. 

 

References 

Androutsopoulos J. (in press/2022) Interpunktion und Stilisierung im digitalen Diskurs: Struktur, Registrierung und 
Pragmatik des āAufregezeichensô. In Sprachreflexive Praktiken ï Empirische Perspektiven auf Metakommunikation, ed. 
by F. Busch/ P. Droste / E. Wessels. 
Androutsopoulos, J. / A. StÞhr (2018) Moving Methods Online: Researching Digital Language Practices. In The Routledge 
Handbook of Language and Superdiversity. ed. by A. Creese / A. Blackledge. 
Bolander, B. / M.A. Locher (2020) Beyond the Online Offline Distinction: Entry Points to Digital Discourse. Discourse, 
Context & Media 35. 
Ilbury, C. (2020) ñSassy Queensò: Stylistic orthographic variation in Twitter and the enregisterment of AAVE. Journal of 
Sociolinguistics 24:2. 

 

Bio 

Prof. Dr. Jannis Androutsopoulos is professor in German and Media Linguistics at the University of Hamburg, and from 

2016-2023 research professor at MultiLing, University of Oslo. His research explores relationships between language, 

media and society, covering themes such as spelling and script in digital communication, multilingualism online, language 

ideologies in media discourse, and the role of media in sociolinguistic change. Recent publications include Digital language 

and literacies: practices, awareness, and pedagogy (Guest-edited Special Issue, Linguistics & Education, 2021), and 

Polymedia in interaction (Guest-edited Special Issue, Pragmatics & Society, 2021). Together with Heike Zinsmeister, he 

coordinates DiLCo, a new research network on ñDigital language variation in contextò. 

  



10 

 

 

Papers & Posters  



11 

 

Automatic Humor Detection on Jodel 

Manuela Bergau 
Radboud University Faculty of Science,  Nijmegen, Netherlands 

E-mail: m.bergau@student.ru.nl 

 
Abstract 

We investigated the influence of humor on the success of a post on the social media platform Jodel. Do Jodel users prefer 

humorous posts over other content? As posting on Jodel occurs anonymously, popularity is solely based on the content of 

the post. This makes it the ideal data source for our analysis. To answer our research questions we trained an SVM classifier 

for humor detection on hand labeled Dutch posts. We achieved a precision of 0.7 which is in line with previous work on 

English data. The number of user votes on the individual post was used to divide the dataset into humorous and non-

humorous. Our results show that automatic humor classification is possible for Dutch text, using simple text features that 

were originally crafted for the English language. Furthermore, our results show that humor indeed has a high positive 

influence on the success of a posting. 

 

Keywords: humor detection, classification, text feature, Dutch, virality 

 

1. Introduction 

In contrast to many other social media platforms, Jodel 

takes a different approach. Content posting is done 

anonymously, only visible geographically locally to the 

author, and only for a short time. For that reason Jodel calls 

itself a ñHyperlocal Communityò (Jod, 2014). The size of 

the region is based on the number and activity of the users 

in that region. Users can either upvote or downvote a post. 

This respectively increases or decreases a number linked 

to the post which we call the vote count. Due to the 

anonymous nature of Jodel the decision to vote is solely 

based on the content of the post. 

In this project we wanted to investigate the relationship 

between the content of a post and the vote count. Our 

hypothesis is that humorous posts are having a higher vote 

count than other posts. In order to test our hypothesis we 

build a humor detector based on text features. 

In previous work there are a number of attempts to detect 

humor in an automatic way. Mihalcea and Strapparava 

(2005), Mihalcea and Pulman (2007), Bueno et al. (2018) 

and Sjºbergh and Araki (2007) investigated different text 

features that enable automatic humor classification. 

All these papers suggest that it is possible to distinguish 

jokes from non-jokes with good precision using English 

data. The experiments vary on the scope of the used fea- 

tures. Some identify complex semantic patterns and some 

focus on simpler stylistic features e.g. the number of 

negations. 

The data we have is mainly written in Dutch. This poses a 

challenge for our project while, as far as we know, only one 

attempt has been made before to automatically detect 

humor in Dutch text (Winters and Delobelle, 2020). 

We investigated which features work best for automatic 

humor detection in Dutch language data. As such we tested 

a subset of features found in the literature and some we 

created ourselves. Furthermore we investigated the 

influence of different text features on the prediction.  

Lastly we tried to answer the question of if Jodel  

users prefer humorous posts over other content. 

 
2. Related work 

There have been various attempts in automatic humor 

detection. The research we found have some things in 

common: The data is drawn from Twitter or an existing 

joke database and there is overlap in the used features. 

Besides that, the focus of most research is on English 

language data. Following we list the most related papers 

and briefly describe their focus of used features. 

Mihalcea and Strapparava (2005) show that it is possible 

to build an automatic system that distinguishes between 

humorous and non-humorous one-liner input data. The 

authors identify stylistic features that are specific to humor. 

Their results show that automatic humor detection is 

possible, but more research into identifying more refined 

features is necessary. Later Mihalcea and Pulman (2007) 

focus on semantic features to separate humorous and non-

humorous one-liners. 

Similar,  Sjºbergh and Araki (2007) detect humor in one- 

liner data but focus on simple features such as text 

similarity with known jokes, the ambiguity of the used 

words and features based on words that are often used in 

jokes. 

In contrast to these simple features, Reyes et al. (2012) 

explore more high level patterns for humor and irony de- 

tection on Twitter such as unexpectedness and emotional 

scenarios. 

Yang et al. (2015) try to identify latent structures that en- 

able humor detection. Furthermore the authors focused on 

anchor detection to find key components that enable humor 

in a given sentence. The experimental results on both task 

indicate the effectiveness of their proposed latent 

structures on humor detection. 

In the workshop paper by Bueno et al. (2018) various 

features described in literature are used to build an LSTM 

classifier for humor detection in Spanish tweets. The 

reported accuracy is close to the values reported in the 

English examples, which suggests that the used features 

seem to be language independent. 

One other study on Dutch humor detection, Winters and 

Delobelle (2020), follows the approach taken in English 
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research (for example Mihalcea and Strapparava (2005)) 

and tries to distinguish jokes from non-jokes. These non-

jokes are artificially generated or taken from a complete 

other genre such as news headlines which make them 

easier to detect. We on the other hand focus on a slightly 

more difficult task as all examples come from the same 

social media platform as we try distinguish real humorous 

posts from non-humorous posts. 

Another part of our research is about peopleôs preferences 

in social networks. Jodelôs infrastructure is different from 

other social networks so we cannot directly transfer 

findings of Guerini et al. (2011). However, Guerini et al. 

(2011) argue that virality can be decomposed in several 

components that are independent of the infrastructure. 

3. Method 

To answer our question we used the following approach: 

The labels that are used as ground truth to train our clas- 

sifier are given by human judgement. However, we only 

labeled part of the data. 

In a second step we compared the prediction with the vote 

count to see if we can find a correlation between a high 

vote count and the humor prediction. Our goal there is to 

find a threshold of the vote count that predicts our division 

in humorous and non-humorous posts as closely as 

possible. We then use the vote count to divide the posts into 

two classes: humorous and non-humorous. Using this 

threshold we can label the rest of the data without human 

judgement. Then we use the previously trained classifier to 

see how this influences the performance. 

 

3.1. Data 

We performed our analysis on a data set, that was collected 

between 19-10-2019 and 28-1-2020. In our data capturing 

routine we probe the Jodel server in 5 minute intervals 

using the same location in Nijmegen. The server response 

contains roughly the first 50 posts in the órecentô category 

(the number of posts varies, the reason is unknown to us.). 

Next to the message text, each post comes with some meta 

information. The meta data of interest to our research 

question are the current vote count, the number of replies 

to the post, the creation time. To this we add the timestamp 

when the data was retrieved from the server. 

 
3.1.1. Preprocessing and Exploration 

To get an impression of our data we perform a small data 

exploration and plotted a small time frame of the data to 

see how the number of votes develop over time (Figure 1). 

The x-axis shows the date and time as ômonth-day hourô. 

The y-axis represents the vote count. It shows that the 

majority of posts remain with a vote count below 20, those 

lines in the plot appear nearly horizontal. A small fraction 

of posts have a different development of their vote count. 

The increase in vote count seems to be linear, with in some 

cases an intermediate plateau. If we look closely there are 

a few short lines of posts that have a negative vote count. 

Jodel posts with a vote count below -5 counts are removed 

from the platform. As a result those posts are only visible 

a short time. In general it is important to note that, except 

the posts that are removed, the trend of popularity is 

continuously increasing. 

 

 

Figure 1: the development of individual vote count of 

posts in a small time frame 

 

For the project we need labels about the humorous and 

non-humorous content. For that purpose we labeled a part 

of the data by hand. We ended up with four different labels: 

humorous, non-humorous, ambiguous, and unknown. 

óAmbiguousô posts have an unclear content that might be a 

joke of a special non-universal kind. óUnknownô posts are 

those where we are unable to identify the purpose of the 

author. Presumably the problem arises because the posts 

are written in Dutch and we are not native speakers. Later 

we decided to count the ambiguous and unknown label to 

the non-humorous class as we aim to build a binary 

classifier. However, especially the óambiguousô class could 

contain posts that where intended as jokes but was not 

recognized by the reader that labeled the data. Due to the 

restricted time we could not investigate this further. The 

test data set remains unlabeled and contains 4588 posts. 

For the better readability of this paper it is important to 

know that we have four types of data sets: the hand labeled 

training, test and validation data and the unlabeled test data 

set. We labeled 1765 posts by hand of which we kept 765 

posts for final testing purposes and the rest is used as 

training and validation data. We used one third of the data 

as validation data. The distribution of the labels across the 

different sets can be found in table 1. 

 

 train set validation set test set 

Number of samples 670 330 765 

Humorous 70,9% 66,36% 73,99% 

Non-humorous 17,76% 20% 19,21% 

Ambiguous 6,72% 6,06% 1,7% 

Unknown 4,62% 7,58% 5,1% 

Table 1: Distribution of samples in the different sets 

 
3.2. Features 

The posts are represented using text features inspired by 

the background literature on humor detection. As all the 

features are crafted for English text we need to see if they 

work language independently. We used the following 

feature groups that are specific to humor detection: 

Å Punctuation: The use of punctuation, especially 

heavy use of exclamation and question marks are a 

sign for strong emotions (Bueno et al., 2018) 
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Å Hashtags: Bueno et al. (2018) uses Twitter data 

where hashtags play a major role. In our data 

hashtags are present, but donôt play as big a role as 

in Twitter. 

Å Quotation: Bueno et al. (2018) use quotations as 

stylistic feature. They can represent citation or a 

dialog. 

Å Negation: According to Mihalcea and Pulman 

(2007) humorous texts often contain a form of 

negation. 

Å Adult Slang: Mihalcea and Strapparava (2005) and 

Sjºbergh  and  Araki  (2007)  identify  the  use  of  

adult specific words (dirty words) as a marker for 

humorous content. 

Å Human  centered:As  Sjºbergh  and  Araki  (2007) 

show, many humorous posts are human centered. 

Å Repetition: Mihalcea and Strapparava (2005) use 

alliterations and Sjºbergh and Araki (2007) the 

repetition frequency of longer words as features. 

Å Negative Orientation: According to Mihalcea and 

Pulman (2007) a frequent use of words with a 

negative connotation is a marker of jokes. 

Å Brackets: We included the number of brackets as 

features as we noted that those are sometimes used 

to include or explain a joke in our data set. 

4. Results and analysis 

In this section we present the results of our experiments. 

Our analysis is structured as follows: first we present the 

classifiers results, trained on the hand labeled data. Then 

we are going to investigate the correlation of the hand- 

crafted labels and the vote count together with the classi- 

fication results of the unlabeled data. 

 
4.1. Classification results 

We decided to use a supervised classification using SVM 

as the reported performance in the related work is solid. 

We represent the posts in a feature vector of text features 

as described in section 3.2.. We use the human judgement 

as ground truth to train the SVM classifier. The precise 

implementation can be found on 

https://github.com/ManuelaRosina/TxMM\_Project. 

Using all features that we described in section 3.2. we got 

a precision of 0.758 and an accuracy of 0.812 on the 

validation set. Using an ablation analysis we excluded the 

feature óbracketsô and óhuman centeredô to achieve the 

optimal results. We improved the precision to 0.872 with 

an accuracy of 0.83. All metrics are shown in table 2. 

The óbracketsô feature was introduced by us and not based 

on background literature. The analysis showed that this did 

not improve the classifierôs performance. 

óHuman centeredô on the other hand was used by Sjºbergh 

and Araki (2007). Our assumption on why it did not work 

in our case is that the authors used a more clearly 

distinguishable data set of jokes and sentences from the 

British National Corpus while in our case nearly all posts 

are human centered. Thus our data is more nuanced than 

the data used in the background literature. 

 

 

Figure 2: Influence of the different feature groups 

 

After removing the two feature groups we run another 

ablation analysis, the results can be found in figure 2. The 

plot suggests that the groups óHashtagô, óNegationô, 

óRepetitionô and óNegative orientationô could be removed 

as well. However, when removing one or more of those 

groups the results decrease. 

 
4.2. Handcrafted and Vote count label 

In this section we present the results that are central to our 

main research question ódo Jodel users prefer humorous 

content?ô. We chose the following steps in the data analysis 

to investigate this question: 1. Choose a threshold for the 

vote count based on the used metrics. 2. Compare the 

handcrafted- and the vote count based label: óare they 

similar?ô. 3. Compare the classifier metrics on both labels. 

 

Figure 3: The development of the metrics across the range 

of possible thresholds 
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 Validation Test Unlabeled Test 

Vote count Hand Vote count Hand Vote count 

Accuracy 0.83 0.836 0.816 0.848 0.878 

Precision 0.872 0.835 0.705 0.59 0.636 

Recall 0.581 0.577 0.559 0.535 0.545 

F1 0.593 0.589 0.562 0.538 0.554 

TNR 0.996 0.993 0.976 0.962 0.976 

 

Table 2: Metrics of the test data using the two different labels 

 

We tested the possible threshold range with the classifier 

which shows that the optimum is 40, as the precision drops 

severely after that (figure 3 shows only a part for better 

readability). All other metrics, except TNR, are increasing. 

The TNR is slightly decreasing but stays close to 1. 

The results of the comparison between the handcrafted 

label and the vote count based label can be found in table 

2. It comes as no surprise that the handcrafted labels 

achieve the best results across nearly all metrics, 

considering that the classifier was trained using them. 

However, in the test data the vote count label achieves a 

slightly higher accuracy. Also, the difference of most 

metrics is minimal except for the precision of the unlabeled 

test data, using vote count, compared to the handcrafted 

label. The classifiers performance on the unlabeled test 

data is similar to the labeled test data. 

As figure 4 shows, there are a few differences in the two 

ways of labeling. We expected that the conflicting labels 

would occur mainly below the threshold. As the figure 

clearly shows this is not the case. For future work it would 

be interesting to explore the message of those conflicting 

labels. 

 

Figure 4: A comparison of the two labels using the 

validation data. The red line marks the vote count 

threshold. 

5. Discussion and conclusion 

Before we discuss our results we first mention some 

limitations of our study. Due to the lack of resources we 

needed to do the hand labeling ourselves, as such we 

cannot guarantee that no unconscious bias was introduced. 

While labeling we noticed that some texts are only funny 

in combination with previous posts which cannot be 

captured by our way of labeling. 

Apart from these difficulties other limitations are in the 

nature of the data itself. As we have no information on the 

authors except for a vague location our results give only 

insights on the humor of this group of authors, but we do 

not know the size of this group. Based on the content and 

location we can make the carefully assumption that most 

users are students. As a premise of Jodel is the anonymity 

of the authors we find it not ethical to try to identify them 

in any way. For the same reason we did not include 

examples from the data. 

Considering all this limitations we think that our results 

show, that it is possible to recognize humor in the Dutch 

language data with simple text features that were originally 

crafted for the English language. The features that were 

excluded during the ablation analysis were not suited for 

the data because of different characteristics compared to 

the data used in the background literature, not due to 

language differences. Overall the precision of around 70% 

is in line with the results reported by previous work. 

Furthermore, our results show that there is a preference of 

humorous content. However, humor does not seem to be 

the only content characteristic that explains popularity. 

There is a difference between the two labels that results in 

a precision difference of around 10% in the test set. The 

outlier posts were not only below the threshold, as 

expected. Closer inspection of those posts makes us 

suspect that humor is a more nuanced category, which is 

not captured by a binary label. Also, popularity seems to 

be gained by strong opinions. However, this is pure 

speculation and needs to be inspected by future work. 

In this paper we have shown that automatic humor clas- 

sification is possible in the Dutch language using simple 

text features that were originally crafted for the English 

language. We found that there is a tendency for humorous 

content to gain more votes by the user than other content. 

As this is not the only explanation for the popularity of a 

post further research with a refined labeling approach is 

needed that takes into account the level of humor as well 

as strong emotional opinions (e.g. with a sentiment 

analysis). The influence of the timing of a post to its 

success could also be subject of further investigation. 
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Abstract 
Our project ñMourning Practices on the Internetò is part of an interdisciplinary research cluster that examines the nexus in between 
religion and digitalization. Our team, consisting of theologians, linguists and computational linguists, particularly investigates how 
people digitally express their grief on the Internet, how they verbalize expressions of condolence after the loss of a loved one or a tragic 
event, and how the public discourse about these grief practices is shaped and in turn shapes these practices (see "Structurations" in 
Giddens).  
In order to investigate these questions, multiple multimodal corpora are compiled from different online sources (see e.g. BeiÇwenger 
and BeiÇwenger/L¿ngen) where grievance practices take place, such as the very specific ñdigital cemeteriesò like gedenkseiten.de or 
thematically unspecific social networks like twitter.com, where filter heuristics are applied to identify the discourse around grief. 
 To analyze the corpora, a circular approach with quantitative and qualitative methodologies will be used. At first, data-driven concepts 
(such as frequency lists, keywords or collocations) will be applied in order to detect important thematic contexts and patterns. In a second 
step, qualitative methods (e.g. hermeneutic and ethnographic approaches) will be used to examine and interpret the emergent patterns 
identified by the previous step (see e.g. Bubenhofer/Scharloth). 
In connection with the compilation and the analysis of the above-mentioned corpora several questions arise, which will be addressed in 
the poster: How can we filter the abundance of data to obtain subsets relevant to our project while still following an inductive and data-
driven paradigm? How can we make use of image data? How can we identify and classify intertextuality and citations? How can we 
treat characters that are used in iconic ways, such as emojis, ornamental bordures or complete ASCII artworks? These structures both 
interfere with standard processing but deserve scholarly attention.  
 
Keywords: corpora, social media, grief, multimodality, corpus linguistics, practices, NLP 
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Abstract 
Research in computer-mediated communication has recently been captivated by register differences between online platforms, often 
using the multi-dimensional analysis (MDA) introduced by Biber (1988), e.g. Bohmann (2020) and Biber & Egbert (2018). However, 
platform-internal differences have only recently received attention (e.g. Liimatta 2016, 2020 on Reddit). Building on this basis, we 
analyze comments published on Reddit since 2005 via the Pushshift Reddit Corpus (Baumgartner et al. 2020), extracting Biber's (1988) 
original linguistic features and additional, platform-specific features. We plan to use this feature annotation to implement a short-text 
MDA (Clarke & Grieve 2019) to find out which dimensions describe the linguistic variation found on the platform and whether the 
topical "subreddits" can be described as different registers. Our study will therefore add to the state of knowledge in several ways:  
1. Ours is one of the first studies to regard a single comment as one text, which allows us to accurately locate linguistic variation within 
individual users in specific contexts of writing.  
2. We train a tagger specifically to overcome previous difficulties of tagging social media data (e.g. Banga & Mehndiratta 2017), based 
on data from Behzad & Zeldes (2020) and Gessler et al. (2020).  
3. The feature extraction script, a refined and elaborated version of Biber's (1988) initial features, written in Python, will be openly 
available.  
4. Our long-term goal is to develop an MDA solution that captures variation within and among all (English) subreddits. In addition to 
providing a tool for future research on computer-mediated communication, our study adds specificity to the debate on linguistic register 
differences online. 
 
Keywords: Reddit, multi-dimensional analysis, register, computer-mediated communication 
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Abstract 

The study of emojis on Twitter gained increasing attention in the last years. Little attention has been paid to the time behavior of emojis, 
may it be years or over the course of a single week. The purpose of this explorative study is to try to close this gap by analyzing data collected 
from the ñEmojitrackerò website over the course of two and a half years. The data was collected on a minute basis for 845 provided emojis. 
The emojis show a distinctive weekly behavior, with several peaks, indicating lunch period or the end of the workday. Fridays to Sundays 
have itself a different progress. Using the correlation matrix of the most used emojis, a hierarchical clustering has been undertaken. This 
indicates several unique clusters, pooling emojis with different meaning and sentiment.  
 
Keywords: Twitter, emoji, time behavior 

 
1. Introduction 

Social media platforms such as Twitter have become a 

prevalent way of communication. By posting short text 

messages users can share their opinions, feelings or make 

statements about events or current topics (Li et al., 2018). This 

data can be a valuable source for inter alia politicians, social 

organizations, or researchers (Pak & Paroubek, 2010). 

In the last years, Twitter users have increased their use of 

emojis. Emojis are pictorial representation of facial 

expressions, emotions, hand gestures etc. that enrich the social 

orientation of computer-mediated communication (Walther & 

DôAddario, 2001; Derks et al., 2007; Tang & Hew, 2019). 

They emulate the nonverbal behavior of face-to-face 

communication to convey social and emotional aspects of a 

conversation (Tantawi & Rosson, 2019). 

When it comes to research focusing on the use of emojis in 

tweets, there has been a wide variety of topics. These comprise 

for example the meaning of emojis across different cultures 

(Barbieri et al., 2016), food-related emotions (Vidal et al., 

2016), solidarity in crisis events (Santhanam et al., 2019) or 

political elections (Hauthal et al., 2019). 

Most studies focus on single, temporarily finite events. This 

study tries to fill this gap by studying the most used emojis 

over a period of two and a half years. The source of data is the 

ñEmojitrackerò website. This site counts all emojis used on 

Twitter in real time (Novak et al., 2015; Rothenberg, 2013). 

The data was collected every minute, allowing for a detailed 

analysis of time-related behavior, such as weekly upswings 

and downturns. Also, the relation of the emojis to each other 

is analyzed and a cluster analysis has been conducted.  
The remainder of the paper is structured as follows. In Section 
2, the relevant prior literature is reviewed. Section 3 describes 
the data collection and pre-processing. The results are 
presented in Section 4, first on an aggregated basis, then 
individually. Section 5 summarizes this studyôs results and 
discusses limitations and potential directions for future work. 
 

2. Related work 

Twitter is a popular social media platform, allowing users to 

inform themselves about current events and topics and to 

express their thoughts and opinions publicly via short text-

based messages (called tweets) (Barbieri et al., 2017). Twitter  

 

 

 

 

 

has recently attracted interest from researchers to study a 

series of different topics, as it offers a number of opportunities 

to study real-life events (e.g. elections or the stock market) 

(Mislove et al., 2011). Twitter users have adopted an extensive 

use of emojis in their tweets over the last years (Huang et al., 

2008; Bai et al., 2019). Emojis are pictographs that are 

abstractions of facial expressions, gestures, activities, 

animals, plants, foods etc. These support the expression, 

especially of emotions or moods, in computer-mediated 

communications (Walther & DôAddario, 2001; Bai et al., 

2019; Tang & Hew, 2019) and can be combined with plain text 

(Vidal et al., 2016). There is a growing number of literature 

focusing on emojis and its predecessor emoticons, which are 

non-standard orthographic features (e.g. :-) or :D) 

(Pavalanathan & Eisenstein, 2015). The global usage of 

emojis was analyzed by Ljubeġiĺ and Fiġer (2016) by using 

geo-located tweets. Their results show that emojis are present 

in nearly 20% of all tweets and are used by around 38% of all 

users. They also ordered countries by their use of emojis and 

clustered them. Barbieri et al. (2016) used a vector space skip-

gram model to deduce the meaning of an emoji based on the 

semantics in which the emoji was used. They collected more 

than 30 million geo-located tweets from four different 

countries to compare the meaning of emojis in different 

languages. The overall semantics seem to be the same across 

the involved countries, even though some emojis are 

interpreted differently, which may be caused by socio-

demographic differences. The influence of time on the 

prediction and interpretation of emojis was studied by 

Barbieri et al. (2018) primarily in the relation to seasons. 

While some emojis are independent of time, others are used 

primarily in specific seasons, like gift, snowflake, or 

Christmas tree emojis in the autumn and winter or different 

flower and sun emojis in spring and summer. Focusing on the 

emotional content, Novak et al. (2015) provide a sentiment 

map of 751 frequently used emojis. Most emojis show a 

positive sentiment and the distribution is similar between the 

thirteen languages incorporated. The demographics of U.S. 

Twitter users has been analyzed by Mislove et al. (2011), 

showing that there is a bias to an overrepresentation of urban 

regions and males. 

3. Dataset and Pre-Processing 

To analyze the usage of emojis over the course of time, the  
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data was retrieved using the website ñemojitracker.comò  
created by Matthew Rothenberg (Rothenberg, 2013). The 
ñEmojitrackerò website is counting emojis being used in all 
public tweets released at the social media platform Twitter. To 
collect the data, an application was programmed that queries 
the provided information every minute by connecting to the 
REST API made available by the website. The data was 
collected from June 2017 until February 2020. In this study 
only the data for complete months were used, comprising July 
2017 to January 2020. 845 emojis are covered in total. Please 
mind that this does not cover all emojis that are available to 
users on Twitter. Currently (with the latest update at the end 
of January 2020) users can choose between 3.243 emojis 
when writing a tweet (Emojipedia, 2020). 
To pre-process the data, a three-step approach was chosen. 
First, as the website delivers the entire number of used 
instances for each emoji, the difference between one minute 
and the next is calculated. The change for every minute is the 
primary parameter on which the analysis is based. Second, due 
to technical issues, the data for a several days could not be 
obtained. Additionally, around 2.750 data points are 
noticeable low or high. This may be due to problems on the 
supply side (i.e. technical issues). These data points were 
excluded from the analysis. For the entire time of the period 
under review, around 2.9% of the possible data points got lost. 
The third and final step was the aggregation of the data. As the 
evaluation based on minutes is computationally intensive and 
is difficult to comprehend in a long-term investigation, the 
mean of the minute change for every hour of each day were 
computed. The final data set consists out of 21.936 time-
related data points for each of the 845 emojis. 
Beyond the data correction one emoji was excluded due to its 
behavior, indicating automated Twitter accounts. This is the 
recycling symbol ( ). The emoji shows one of the highest 
usages of all considered emojis until the beginning of June 
2018. After this, the usage drops from 1.101 to 124 emojis per 
minute in average. From August 2019 it drops again to an 
average level of 4. Users can subscribe to apps, to send 
automated messages through their profile. In the Arabic world 
this is commonly done to keep the profile of a deceased person 
active. The use by muslims is supported by the fact that Friday 
is the day with the highest number of counted recycling 
symbols and the green color of it. Green is of importance in 
Islam (Rothenberg, 2017). On Friday the Friday prayers 
happen, an exalted Islamic ritual. The services have been 
deactivated by the users or by Twitter itself (Roth & Harvey, 
2018). 
To further focus the analysis, only the 25 most used emojis are 
considered (see Table 1 for an overview). These 25 emojis 
cover 50,75% of all used emojis in the designated period of 
time, indicating a right-skewed distribution. 
The time is calibrated to Eastern Standard Time (EST), as the 
USA is the single biggest market regarding user base and 
advertising revenue (Twitter Inc., 2020). 

4. Analysis and Results 

The analysis is conducted on two levels. First, the time 

behavior of all emojis together is considered; second, the 

mostly used emojis are examined on an individual level. 

4.1 Cumulated Time Behavior 

The progress of the emoji usage on Twitter over the course of 
an average week by hour is shown in Figure 1. The time is set  
 
 
 
 
 

to East Coast Time. The different weekdays have significant 
similarities in their typical structure. The lowest point happens  
around 4 a.m., while the highest point is always at 12 oôclock. 
The mean value for both does not differ much between the 
days. A second peak is visible around 5 p.m. on all days except 
for Friday to Sunday with only marginal peaks at this time. 
Two explanations are likely, which cause the behavior either 
alone or in conjunction. The first explanation may be that the 
west coast of the U.S. is increasingly twittering due to the time 
shift. The second explanation would be that this peak displays 
the end of the working day, which offers time for users to 
twitter about current events.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Average usage of emojis per hour and weekday 

 

The second argument may explain why Friday to Sunday do 

not show this peak, as this distinct break is not present (e.g. 

due to an earlier end of the workday on Fridays) or purely free 

time (for Saturdays and Sundays).  

The last peak, also in absolute terms already reduced, happens 

at 10 p.m. It is visible throughout the week before the mean 

usage per minute drops sharply until the beginning of the next 

day. Focused on the U.S. time zone, this may be caused by 

evening activities and could indicate for the individual user 

the conclusion of the day. The lower number of used emojis 

in total on Friday and Saturday and the less pronounced peak 

could be the result of weekend activities with family or friends 

(i.e. visiting a restaurant, going to the cinema, etc.) that outdo 

tweeting. 

4.2 Most used Emojis and Cluster 

Taking a closer look at the individual emojis in Table 1, it 

becomes apparent that most emojis are either facial expression 

or heart shapes. The first symbol is fire and is the thirteens 

emoji in the list and one of only 5 emojis not part of the 

mentioned two categories. 
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Pictogram Short name Mean 

usage per 

minute 

SD 

 face with tears of joy 707,3 175,6 

 red heart 370,8 104,3 

 loudly crying face 248,1 82,3 

 
smiling face with 

heart-eyes 
233,4 59,9 

 
smiling face with 

smiling eyes 
122,0 30,3 

 two hearts 92,0 26,1 

 winking face 81,3 26,6 

 face blowing a kiss 80,9 20,9 

 
grinning face with 

sweat 
80,7 23,8 

 pensive face 80,5 35,7 

 
beaming face with 

smiling eyes 
79,1 25,9 

 heart suit 73,6 28,6 

 fire 73,5 89,3 

 thumbs up 71,6 27,9 

 eyes 70,7 28,6 

 weary face 70,2 20,9 

 broken heart 69,2 26,8 

 blue heart 63,8 25,3 

 purple heart 60,6 40,1 

 folded hands 58,9 22,7 

 
smiling face with 

sunglasses 
58,6 19,8 

 crying face 58,3 21,1 

 smirking face 50,3 16,6 

 unamused face 49,0 16,6 

 sparkles 48,8 26,8 

 

Table 1: 25 most used emojis with descriptive statistics 

 

Also, the list is predominantly characterized by emojis with a 

positive sentiment. Only five emojis show a negative 

sentiment as determined by Novak et al. (2015). These are 

loudly crying face , pensive face , weary face , broken 

heart  and unamused face . The eyes  and crying face 

 have a nearly neutral evaluation, even though the latter 

shows a bigger spread from positive to negative meaning. 

Based on the minute-by-minute data, the correlation matrix is 

calculated (Figure 2). All correlations are positive and highly 

significant (p <.001). 

Attracting attention are the three emojis with comprehensively 

lower correlations to the other emojis. There is first the fire 

emoji () with the lowest average, followed by the sparkles 

( ) and the purple heart (). All three emojis show a less 

predictable behavior, significantly increasing the usage for a 

short period of time. This is also evident by the increased 

coefficient of variation (referring to Table 1). 

 

 

 

 

By means of a hierarchical clustering, the emojis got grouped 

into seven cluster. The three aforementioned emojis form each 

a cluster of their own. The fourth cluster consists of  and , 

with a negative or neutral sentiment, respectively. This cluster 

may relate to breakups. The next cluster combines two 

negative emojis ( & ) with emojis related to love (,  

& ). This may relate to love relationships, but this is difficult 

to substantiate without context. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Correlation matrix 

 

The sixth cluster again combines two negative emojis ( & 

), now with three symbols (,  & ). Here, sadness and 

sympathy may be indicated. The remaining emojis form the 

biggest cluster, consisting out of ten emojis, in which eight are 

positive facial expressions (, , , , , ,  & ). 

The other two are a heart shape () and a hand gesture (). 

This cluster seems to be referring to friendly relationships, 

inter alia with positive support. The clusters are comparable 

to previous results (Ljubeġiĺ & Fiġer, 2016; Barbieri et al., 

2016), though, due to the restricted number of emojis 

considered in this study, limited mostly to facial expression. 

5. Conclusion 

The interest in Twitter as a research subject has increased 

significantly over the past years. The opportunities are 

manifold, especially in social and linguistic research areas. 

However, most existing work related to emojis does not 

include the temporal relation of the usage of emojis. This 

paper tried to shed further light into this topic. The usage of 

emojis differs over time and is not strictly related to the 

number of users, but also to their activity. Moreover, the users 

restrict themselves to a lower number of unique emojis, that 

account for a disproportional part of all used emojis. Most of 

the here considered emojis are facial expression and have a 

positive meaning. This is consistent with previous research 

(Cappallo et al., 2018). The cluster analysis revealed several 

emojis with a considerable different and temporal limited 

behavior. 
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Two limitations need to be discussed that restrict the 

meaningfulness of this study. First, the data does only include 

the usage figures and no further information, like the context 

in which an emoji was used or in what combination it may be 

used with other emojis. Second, any locational information is 

absent. No attribution to a country or time zone is possible. 

Going forward, this study sets the foundation for future work 

focusing on the temporal usage of emojis. This includes the 

broadening of the considered emojis and their relation to real 

world events (planned ones, like international sport events or 

unplanned ones, like catastrophes). Building on this, the 

sentiments are also of relevance and how people express their 

emotions collectively and over time on Twitter. This 

encompasses single events but also entire years (Golder & 

Macy, 2011). 
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Abstract  

Participating in asynchronous online discussions is an important ability for university students, often in increasingly multicultural 
environments and in a lingua franca, which imposes extra constraints that are worth exploring through samples of authentic materials 
(Swan & Shea, 2005; Wise et al., 2012). SUNCODAC intends to open a new window into this increasingly important reality. 
SUNCODAC contains the online discussions produced in an undergraduate translation course in a Spanish university. Participants 
include both local and exchange students. Discussions were regularly organized through the virtual learning environment (Moodle) 
around a translation uploaded by a volunteer student, with classmates discussing pros and cons and suggesting improvements. The corpus 
includes all textual material produced in the events, including lecturersô instructions and final reflections. 
SUNCODAC contains 61 full forum discussions in four consecutive years (two in Spanish, and two in English) totalling just under 
600,000 words in 3,305 messages, produced by 520 students and 2 instructors. 
Messages were initially stored in a database, which resulted in the loss of some font style features. No grammatical or spelling errors 
were edited. Metadata on users (sex, L1) and post context (date, time, language, etc.) were collected to be used for search purposes as 
filter variables. The materials were subsequently stored in XML to facilitate consultation and future annotation. Delimiting tags were 
used to identify different threads, individual messages and sections within messages (e.g. openings and closings). Texts were fully 
anonymized and personal names replaced by user codes. 
The query tool allows the user to explore word frequencies and combination patterns. Full texts can also be retrieved according to 
specified criteria, making it possible to reconstruct entire threads. User-friendly dropdown menus are used for filter variables: studentôs 
sex and mother tongue, message type (initial draft, peer feedback, etc.), date and main language of the post, etc. 
The materials in SUNCODAC make it possible to explore a wide range of aspects, including lexico-grammatical features of online 
interaction, recurring structural patterns of discussion posts, interpersonal features, particularly so-called ñsocial presence markersò 
(Rourke et al., 1999), or politeness and attenuation strategies, among others. Translation studies scholars may also find it interesting to 
look at the content of the discussions, focusing, for example, on translation errors, references to sources of evidence and authority to 
support translation decisions, et cetera. 
 
Keywords: corpus, online discussions, higher education 
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Abstract 

Similarly to the practice of sharing ñfunnyò memes or tweets, the practice of sharing heterocringe content has been growing on several 
social media platforms since 2019 and consists of sharing content displaying cringeworthy heterosexuality. As part of my ongoing PhD 
project in Queer Linguistics (Motschenbacher & Stegu, 2013) and Digital Humanities, I here want to analyze the signs and elements of 
metapragmatic discourse within Instagram discourses on heterocringe. 
This analysis is based on a multimodal and multilingual corpus from Instagram, which consists of 2807 posts mostly in English and 
German. Using Python, these posts were collected up until March 2021 from two accounts focused on sharing heterocringe content. 
Combining Multimodal Critical Discourse Analysis (Machin & Mayr, 2012) with the tools of Corpus Linguistics, this part of my research 
project adopts a quantitative and qualitative methodology. The quantitative analysis focuses on word frequency, n-grams, key words and 
key n-grams, as well as collocations. The qualitative analysis includes Critical Discourse Analysis (Fairclough, 2014) focused on 
ideologies and an analysis of memes (Yus, 2019), pictures, videos and digital symbols.  
In this abstract I focus on quantitative preliminary results based on the postsô captions. Contrarily to my expectations, the results were 
not categorically dominated by words on gender and sexuality. The n-gram and key n-gram frequency lists revealed an important number 
of what seem to be metapragmatic elements such as verbs describing mental processes like ñI meanò, ñI thinkò and ñu knowò and phrases 
like ñpost thisò or ñthis pageò. These elements could be interpreted as expressing the creatorôs opinion towards the content, highlighting 
the discursive situation with the followers and could also be signs of a reflection on the account. These preliminary results could thus be 
a starting point for a deeper analysis on the metapragmatic nature of discourses on heterocringe content.    
 
Keywords: discourse analysis, gender and language, social media, corpus linguistics, metapragmatic discourse 
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Abstract 

The use of multiple modal auxiliary verbs in a single verbal phrase is a feature of dialectal spoken English that has attracted substantial 
research attention, but due to its rareness, most studies of its syntax and geographical distribution have relied on non-naturalistic data 
with a limited geographical scope. This paper presents a database of sequences of two modal verbs that have been manually annotated 
as either authentic double modals (i.e. two modal verbs in a single verbal phrase) or as instances of correction/self-repair in which a 
speaker substitutes one modal form for another within a single speech turn (https://stcoats.github.io/dm_table1.html).  The data, from 
the Corpus of North American Spoken English (CoNASE, Coats 2021), is linked to the corresponding video at the time of utterance. 
The resource attests new locations and new combinations of double modals and may prove to be useful for research into the syntax and 
geographical distribution of an emblematic North American English dialect feature.  
In addition, the database may be suitable for corpus-based approaches to pragmatics, for example by providing data for the study of 
corrections or self-repair phenomena in speech. Self-repairs have been seen in the field of Conversation Analysis as a device for speaker 
turn regularity maintenance or local meaning negotiation (Fox et al., 1996; Schegloff et al., 1977), but have mainly been researched on 
the basis of small numbers of conversations. In this data, self-repairs could be considered from a quantitative perspective in terms of (for 
example) geographic distributions or the discourse content in which they occur. In addition, the methods used to create the database can 
be implemented for the creation of time-aligned multimodal corpora from publicly accessible social media videos suitable for the 
investigation of a wide range of syntactic, lexical, pragmatic, and interactional phenomena.  
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Abstract  

Research in social media marketing studies ways to increase customersô engagement with brand-generated social media posts. This can 
either be done through experiments, or corpus studies of existing social media posts. Experiments have the advantage that they are 
controlled, but they often lack ecological validity, while for corpus studies the reverse is often true. As a case study, we construct a corpus 
of 1761 brand-generated Instagram posts, looking at the effect of social presence (the perception of human contact) on different 
engagement metrics (likes and comments), taking the effect of possible confounds (theme of slogans, funniness, time) into account. We 
show how social media posts can be analyzed at different levels of granularity, to establish the strength of the effect of social presence. 
We hope that our work will help others to isolate the impact of different variables on post engagement on social media. 
 
Keywords: social presence, customersô engagement, brand-generated social media posts 
 

1. Introduction 

Social presence (Short, Williams & Christie, 1976) is 

perceived when computer-mediated communication 

(CMC) tools are able to prompt the feeling of human 

contact through features enhancing warmth, 

personalization and sociability (Yoo & Alavi, 2001). 

Multiple studies focusing on social presence have shown 

that it is one of the main factors enhancing customersô 

engagement with social media posts (i.e., increasing the 

number of likes and comments) (Bakhshi, Shamma & 

Gilbert, 2014; Cyr et al., 2009). This is important because 

engagement is a sign of customersô satisfaction and 

emotional involvement with the brand, and therefore, it is 

the key to successful marketing strategies (Pansari & 

Kumar, 2017).  

1.1 Related work  

The presence of a face is an important feature that can 

influence social presence. The high number of neurons 

involved in the processing of a face resolves in increased 

attention to a stimulus when it contains a face compared to 

when it does not (Droulers & Adil, 2015). Therefore, the 

fact that faces are rich stimuli calls for a differentiation 

between levels of social presence intended as human cues 

in general and human faces in particular. 

Earlier studies on social presence in computer-mediated-

communication fall into two categories: controlled 

experiments and large-scale corpus studies. Cyr et al. 

(2009) provide an example of a controlled experiment. 

They distinguish three levels of social presence (low, 

medium, and high), and present users with carefully 

manipulated stimuli, to see if social presence affects user 

trust in e-commerce websites. An important contribution 

of their study is that while high levels of social presence 

(display of human faces) were the most appreciated, 

participants found medium levels of social presence 

(display of parts of the human body other than the face) 

confusing, but still better than the complete absence of a 

person. The downside of this study is that it is unclear to 

what extent their results generalize to real-world social 

media behavior. A way to examine real-world social media 

behavior is by a large-scale corpus study such has the one 

from Bakhshi, Shamma and Gilbert (2014). They 

automatically detect faces in a corpus of 1 million 

Instagram posts, and show that the presence or absence of 

faces is correlated with the number of likes and comments. 

While this study does provide an analysis of real-world 

social media behavior, because of the scale of their work, 

the data is relatively uncontrolled, and the authors are not 

able to use Cyr et al.ôs more fine-grained distinction of low, 

medium, and high social presence. This paper explores the 

middle ground between the two approaches, where we 

select a specific set of posts, and carry out a controlled 

analysis of the individual factors influencing user 

engagement.  

Figure 1: Overview of the Shanty Biscuits Instagram feed 

(@shantybiscuits), which is used for our case study. 
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We present a case study, looking at the Instagram feed of 

Shanty Biscuits (@shantybiscuits), an existing French 

brand of personalized biscuits. Customers may submit 

slogans no longer than 12 characters including spacing or 

a logo to be printed on the biscuits. The companyôs 

Instagram feed is full of pictures of biscuits, apart from the 

text these posts differ relatively little from each other. 

There may or may not be a person holding the biscuit, and 

the backgrounds may be slightly different, but otherwise 

all the posts are very similar, as displayed in Figure 1. This 

allows for us to carry out a controlled study of the factors 

influencing user engagement, where our primary interest is 

the impact of low (no person visible), medium (part of a 

person visible), or high (face visible) social presence. Our 

study controls for the themes of the slogans, the funniness 

of the slogans, and the time when the picture was posted 

on Instagram. Based on previous studies, our hypothesis 

is that images with high social presence lead to more 

engagement (likes/comments) than images with low social 

presence and medium social presence (1a), which in turn 

leads to more engagement than pictures with low social 

presence (1b).  

Thanks to the controlled setting of our study, we were able 

to isolate the effect of social presence from other 

confounds. This enabled us to examine real-world social 

media behavior while having a fine grained and controlled 

approach that helped us deal with the possible noise in the 

data. We found that the theme of the slogans can 

significantly affect whether social presence influences 

customersô engagement. This means that when analyzing 

the effect of social presence, it is important to consider also 

other potential factors that may confound its effect. We 

hope that our work contributes both to the study of social 

presence, and that our approach will help others aiming to 

isolate the impact of different variables on post 

engagement on social media. 

2. Methods 

With its people-centered focus, Instagram favors a higher 

degree of social presence (Bakhshi et al., 2014), making 

that social media platform suitable for the analysis here 

proposed. We carried out a content analysis of the entire 

 
1 See: https://instalooter.readthedocs.io/en/latest/  

Instagram feed of Shanty Biscuits. The metadata of the 

posts was retrieved through InstaLooter1 on November 6, 

2019. This data included the caption, the number of likes 

and comments, the date of publication, the Unix timestamp 

(the number of seconds elapsed since January 1, 1970 on 

the basis of which we calculated the number of days since 

the post was posted), the image URLs, the post URLs and 

the post ID of each published post. Subsequently, in order 

to delete possible duplicates among the posts, we used the 

Python Image Library2 to find out which pictures had the 

exact same 200 pixels in a row, at a height of 200 pixels 

into the image. The present research proposes the analysis 

of the same hypothesis at two levels of granularity. For this 

purpose, two models as shown in Figure 2 are proposed. 

Model 1 is tested on the whole dataset of the feed of the 

brand and includes social presence as independent 

variable, number of likes and comments as dependent 

variables, and the theme of the slogans of the cookies and 

time as covariates. Model 2 is tested on the subset of 

humorous posts of the feed and includes social presence as 

independent variable, number of likes and comments as 

dependent variables and funniness perception of the posts 

and time as covariates. 

2.1 Corpus study  

The content analysis of a corpus of 2010 Instagram posts 

of Shanty Biscuits published between October 10, 2013 

and September 30, 2019 was performed. After excluding 

12 double posts with the Python Image Library, the 

remaining posts were manually coded in order to 

categorize them in three social presence categories and six 

text theme categories that were established throughout the 

analysis. A single annotator coded the Instagram posts. 

After the first round of coding, the same coder recoded the 

posts again in order to ensure reliability. At the end of the 

coding process, 231 posts were excluded as their pictures 

did not display the product and six posts were excluded as 

they were slideshows. At this stage, the final corpus 

consisted of 1761 brand-generated Instagram posts. 

2.1.1. Social Presence 

The three levels of social presence were coded consistent 

2 https://pillow.readthedocs.io/en/stable/  

Figure 2: The two models used in our study. Both models use social presence as an independent variable, and the 

number of likes/comments on the post as a dependent variable. The models differ in their covariates (indicated with 

dotted lines). For Model 1, the covariates are time since the post was placed, and the theme of the slogan. For Model 2, 

covariates are time since the post was placed, and the funniness of the post (based on 10 ratings per post, see Ä2.2). 
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with the research of Cyr and colleagues (2009). The 

content analysis lead to the following categorization. High 

social presence level (n=146): included all the posts where 

the product appeared in the foreground and human facial 

features appeared entirely, partly or blurred in the 

background. Medium social presence level (n= 379): 

included posts in which parts of the human body other than 

the face were displayed. Most of the posts of this category 

show the product while being held by a hand. Low social 

presence level (n=1236): included posts where only the 

product appeared in a neutral background and no human 

images where displayed.  

2.1.2. Theme of the slogans 

With regards to the theme of the slogans, the analysis of 

the posts led to six categories. Humorous text (n=271): 

the slogans on the cookies of this category included funny 

quotes from movies, puns, sarcastic, silly, or mocking 

statements, and references to everyday problems. 

Emotional events of life (n=211): the slogans of the 

cookies of this category referred to the celebration of 

important events such as weddings, proposals, 

announcements of pregnancies, baby gender revelations, 

anniversaries and round-numbers birthdays. Love 

(n=191): this category included any text constituting a love 

declaration such as quotes from love songs or affectionate 

statements dedicated to partners, friends or family 

members. No text (n=149): this category included posts 

where the slogan of the cookies was not readable or 

cookies with logos rather than text. Explicit content 

(n=55): the slogan of the cookies of this category included 

explicit or sexual references. Other (n=884): is a final 

group which included posts in which the slogan on the 

cookies was not ascribable to any of the previous 

categories. Among others, it included external 

collaborations and partnerships, backstage moments of the 

company, special offers and discounts, and calls to action. 

2.2. Online study 

In order to analyze the posts at a finer level of granularity, 

we measured the funniness perception of the posts of the 

humorous subset and included the scores in the model as a 

covariate. For this purpose, an online study was conducted 

where people were asked to rate the funniness of a list of 

30 or 31 posts randomly selected from the humorous 

subset. Before proceeding with the study, a manual check 

of the posts was performed, which led to the exclusion of 

30 duplicates that were not detected by the Python Image 

Library. At this stage, the final subset of humorous slogans 

consisted of 241 Instagram posts. With a total of eight lists 

of posts and 80 participants, the online study guaranteed 

the collection of 10 funniness ratings per post. Since most 

of the slogans of the cookies were in French, participants 

were required to have at least a French proficiency at B1 

level. This is recognized as the minimum level where non-

native people are able to recognize different expressions of 

emotions (CEFR self-assessment grid) and have the 

necessary linguistic, pragmatic and sociolinguistic 

knowledge that is required to understand humor (Shively, 

2013). Funniness perception was measured based on a 

three items 5-point Likert scale ranging from óstrongly 

disagreeô to óstrongly agreeô that was constructed based on 

existing literature about humor. The items developed to 

measure humor appreciation were created on the basis of 

an existing item adapted from Binsted, Pain and Ritchie 

(1997) (i.e. óI found it funnyô) and two items created on the 

basis of the study from Chapman and Chapman (1974) (i.e. 

óIt made me laughô, óIt made me smileô) where they stated 

that laughter and smiling are signs of humor appreciation. 

2.2.1. Humor 

The humorous subset was chosen for three main reasons. 

First, it was the theme category with the highest number of 

posts. Second, it was the most homogeneous category. In 

fact, in comparison with categories such as óemotional 

events of lifeô or óloveô, the posts present a lower degree of 

variation, as they mainly differ for social presence level 

and actual text. The other two categories, instead, showed 

a high degree of variation by often displaying different 

elements in the background such as people of different age 

and race, and having texts related to very different events 

of life such as weddings, birthdays or proposals that could 

also confound peopleôs engagement with the posts. Third, 

past research showed a positive relationship between the 

use of humor on brand-generated social media posts and 

their number of likes and comments (Malhotra, Malhotra 

& See, 2013; Lee, Hosanagar & Nair, 2018). 

2.2.2. Procedure 

Participants were recruited through snowball sampling via 

Facebook groups of university students majoring in French 

language or personal connections via social media such as 

Facebook, Instagram and LinkedIn, and Survey Circle. 

Participants accessed the study via a link or a QR-code. 

After giving their informed consent, they were asked some 

demographic questions. Additionally, non-native speakers 

of French were asked to self-evaluate their level of French 

by choosing which of the six statements each 

corresponding to a level of the CEFR described their level 

best. Next, participants rated their funniness perception of 

the list of posts they were assigned to. Finally, they had the 

option to leave a comment before reading the debriefing. 

2.3. Time 

Having to deal with real-world data, means having to deal 

with noise. The main source of noise in our experiment is 

that posts that are public for longer have a higher potential 

to collect likes and comments through time than more 

recent posts. Therefore, we calculated how many days 

were elapsed since the post had been published, and 

included this count as a covariate in our two models.  

 

3. Statistical analysis and results 

In order to test the proposed hypothesis first at a coarse-

grained and then at a fine-grained level, the two models 
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presented were tested performing a two-way MANCOVA 

using IBM SPSS 24. 

3.1. Model 1: general effect of social presence 

Recall that this model includes social presence as 

independent variable, number of likes and comments as 

dependent variables, and the theme of the slogans of the 

cookies and time as covariates. The results of the 

MANCOVA show that the covariate time is significantly 

related to customerôs engagement overall F(2, 1741) = 

810.38, p < .001, Pillaiôs Trace = .482, partial ɖ2 = .48. 

Specifically, the covariate is significantly related both to 

the number of likes, F(1,1742) = 51.82, p <.001, partial Ẽ2 

=.03, and to the number of comments, F(1,1742) = 

1142.12, p <.001, partial Ẽ2 =.40. There was a statistically 

significant difference between the levels of social presence 

on the combined dependent variables after controlling for 

time, F(4, 3484) = 3.29, p = .011, Pillaiôs Trace = .008, 

partial ɖ2 = .004, showing that overall social presence has 

an effect on customersô engagement. However, there was 

no significant individual effect of social presence on 

number of likes after controlling for time, F(2,1742) = 

2.54, p =.079 and no significant individual effect of social 

presence was found on the number of comments after 

controlling for time, F(2,1742)= 0.14, p = .870.  

Interestingly, the results showed that there was a 

statistically significant interaction effect between social 

presence and theme of the text on the combined dependent 

variables after controlling for time, F(20, 3484) = 1.91, p = 

.008, Pillaiôs Trace = .022, partial ɖ2 = .011. Specifically, a 

significant interaction effect of social presence and theme 

of the text on the number of likes of the posts after 

controlling for time was found, F(10, 1742) = 2.77, p = 

.002, partial ɖ2 = .016. However, no significant interaction 

effect between social presence and theme of the text when 

controlling for time was found for the number of 

comments, F(10, 1742) = 0.89, p = .546, partial ɖ2 = .005.  

The simple effect analysis showed that there is a significant 

effect of social presence levels on the number of likes for 

the óloveô theme category, such that consistent to 

hypothesis 1a, high levels of social presence (M =1373.70, 

SD= 933.02) lead to higher numbers of likes than medium 

(M =362.55, SD= 501.42), p=.016 and low levels of social 

presence (M =237.40, SD= 481.26), p=.017. Moreover, an 

effect consistent to hypothesis 1b and partially consistent 

to hypothesis1a was found for the óotherô theme category, 

such that high levels of social presence (M =1202.58, SD= 

1047.27) lead to higher numbers of likes than low levels of 

social presence (M =417.33, SD= 606.11), p= .004, and 

medium levels of social presence (M =1035.16, SD= 

1418.89) lead to higher numbers of likes than low levels of 

social presence, p< .001. At a coarse grained level, the 

results provided partial support for the expected 

hypothesis, showing that the expectation that higher levels 

of social presence lead to higher customersô engagement 

compared to lower levels of social presence is true in terms 

of number of likes for some themes of the slogans. 

Consequently, present results suggest that social presence 

does not have an effect on customersô engagement alone, 

but is also dependent on the type of posts it is related to, 

calling for a more fine-grained approach which focuses on 

a specific category of slogans. 

3.2. Model 2: social presence in humorous posts 

Recall that this model includes social presence as 

independent variable, number of likes and comments as 

dependent variables and funniness perception of the posts 

and time as covariates. The results of the MANCOVA 

show that the covariate time is significantly related to 

customerôs engagement overall F(2, 235) = 82.78, p < 

.001, Pillaiôs Trace = .413, partial ɖ2 = .41. Specifically, the 

covariate is significantly related to both the number of 

likes, F(1, 236)= 163.13, p< .001 , partial Ẽ2 = .41, and 

comments, F(1,236) = 25.12, p <.001, partial Ẽ2 =.10. The 

covariate funniness perception is not significantly related 

to customersô engagement overall, F(2, 235) = 2.65, p = 

.073, Pillaiôs Trace = .022, partial ɖ2 = .022. However, it is 

significantly related to the number of likes, F(1, 236)= 

4.98, p= .027, partial Ẽ2 = .02, but not to the number of 

comments, F(1, 236)= 0.42, p= .520 , partial Ẽ2 = .002. 

Moreover, there was no statistically significant difference 

between the levels of social presence on the combined 

dependent variables after controlling for time and 

funniness perception, F(4, 472) = 0.58, p = .675, Pillaiôs 

Trace = .010, partial ɖ2 = .005. Social presence does not 

have an effect on customersô engagement with humorous 

posts when controlling for both time and funniness 

perception, thus at a fine-grained level, the results show no 

support for the expected hypothesis.  

4. Discussion 

Being based on real-world data, the analysis posed some 

methodological challenges related to the control of noise 

in data. A lot of caution has been paid to create a corpus 

that was as much controlled as possible. The choice of the 

brand was a first step in that direction. In fact, Shanty 

Biscuits is a relatively small business that produces 

cookies which visually vary only in relation to the text 

impressed on them, resulting in a fairly homogeneous 

Instagram feed. However, the setting of the posts showed 

also some degree of variation in the levels of social 

presence and in the slogans impressed on the cookies. 

Therefore, the posts were categorized on the basis of these 

two factors in order to isolate those variables. Moreover, in 

order to control for possible confounds at different levels 

of granularity, two models and two approaches were 

proposed.  

4.1. Model 1 

The analysis of model 1 showed that the theme of the 

slogans significantly impacts the effect of social presence 

on customersô engagement intended as number of likes, but 

not as number of comments, such that for two particular 

themes social presence has indeed an effect on social 

presence consistent to our proposed hypothesis, whereas 

for the other themes no significant effect was found. The 
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results of the simple effect analysis show that the effect of 

social presence on the number of likes is significant for the 

posts of the category óloveô and óothersô. More specifically, 

for the category Love it was found that high levels of social 

presence significantly lead to higher numbers of likes than 

medium and low levels of social presence. For the category 

Other, the results show that high levels of social presence 

lead to a higher number of likes than low levels and that 

medium levels lead to higher numbers of likes than low 

levels of social presence, showing in both cases a partial 

support for the expected hypothesis. Why we only find an 

effect for a subset of the categories, is a topic for future 

research, but as we have seen in the results for Model 2, 

the content of the slogan (in the case of Model 2: 

funniness) is significantly related to the number of likes, so 

we expect the same to be the case here. 

No significant effect of social presence was found on the 

number of comments under the posts, suggesting that 

particular attention to the possible difference between likes 

and comments should be taken into account in future 

research. Past research already pointed out that liking a 

post is quicker and less committing than commenting a 

post (Antheunis, van Kaam, Liebrecht & van Noort, 2016), 

which makes comments less direct. Moreover, commenters 

can also respond to each other, making the comment count 

a noisier signal to measure engagement. Future research 

could further investigate this difference to understand 

which other factors need to be taken into account when 

analyzing customersô likelihood to comment a post. 

4.3. Model 2 

The analysis of model 2 showed that no significant effect 

of social presence was found at this further level of 

granularity. Considering that the funniness perception was 

not a significant covariate in the model, the results of the 

analysis of the humorous subset are consistent with the 

ones of model 1, where no significant effect of social 

presence on engagement was found for the humorous 

slogans. The decision of focusing on the humorous subset 

for the fine-grained approach was taken before conducting 

the analysis of model 1, based on reasons that have been 

already explained. The results of the simple effect analysis 

in model 1 suggest that probably it would have been 

interesting to apply the fine-grained approach to the subset 

of love-related posts, in order to establish the strength of 

the effect of social presence at this finer level of 

granularity. Therefore, we suggest future research to take 

this aspect into account. 

5. Conclusion 

Present research proposed two possible approaches in 

order to test the effect of social presence on customersô 

engagement with brand-generated social media posts and 

to eventually establish its strength, while guaranteeing 

high ecological validity. Through a case study of an 

existing brand, the proposed hypothesis was tested at two 

levels of granularity. The aim of the research was to 

contribute to the question of how to control for variation 

when it comes to analyzing corpora of social media posts. 

Showing that indeed at different levels of granularity the 

strength of the effect of social presence changes, present 

research suggests that social presence needs to be analyzed 

in combination with other factors in order to have more 

accurate estimates of its effect. 

6. References 

Antheunis, M., van Kaam, J., Liebrecht, C., & van Noort, 

G. (2016). Contentmarketing op sociale netwerksites: 

Een onderzoek naar gedrag en motivaties van 

consumenten.Tijdschrift voor 

Communicatiewetenschap, 44(4), pp. 337-365. 

Bakhshi, S., Shamma, D. A., & Gilbert, E. (2014). Faces 

engage us: Photos with faces attract more likes and 

comments on instagram. In Proceedings of the SIGCHI 

Conference on Human Factors in Computing Systems, 

pp. 965-974.  

Binsted, K., Pain, H., & Ritchie, G. D. (1997). Children's 

evaluation of computer-generated punning riddles. 

Pragmatics & Cognition, 5(2), pp. 305-354. 

Chapman, A. J., & Chapman, W. A. (1974). 

Responsiveness to humor: Its dependency upon a 

companion's humorous smiling and laughter. The 

Journal of Psychology, 88(2), pp. 245-252.  

Council of Europe. (n.d.). Self-assessment grid - Table 2 

(CEFR 3.3): Common Reference levels. Retrieved from 

https://www.coe.int/en/web/common-european-

framework-referencelanguages/table-2-cefr-3.3-

common-reference-levels-self-assessment-grid 

Cyr, D., Head, M., Larios, H., & Pan, B. (2009). Exploring 

human images in website design: a multi-method 

approach. MIS quarterly, 3(33), pp. 539-566. 

Droulers, O., & Adil, S. (2015). Could face presence in 

print ads influence memorization? Journal of Applied 

Business Research (JABR), 31(4), pp. 1403-1408.  

Lee, D., Hosanagar, K., & Nair, H. S. (2018). Advertising 

content and consumer engagement on social media: 

evidence from Facebook. Management Science, 64(11), 

pp. 5105-5131.  

Malhotra, A., Malhotra, C. K., & See, A. (2013). How to 

create brand engagement on Facebook. MIT Sloan 

Management Review, 54(2), pp. 18-20.  

Pansari, A., & Kumar, V. (2017). Customer engagement: 

The construct, antecedents, and consequences. Journal 

of the Academy of Marketing Science, 45(3), pp. 294ð

311. 

Shively, R. L. (2013). Learning to be funny in Spanish 

during study abroad: L2 humor development. The 

Modern Language Journal, 97(4), pp. 930-946. 

Short, J., Williams, E., & Christie, B. (1976). The social 

psychology of telecommunications. John Wiley & Sons. 

Yoo, Y., & Alavi, M. (2001). Media and group cohesion: 

Relative influences on social presence, task 

participation, and group consensus. MIS quarterly, 

25(3), pp. 371ð390. 

  



30 

 

 

The Speech Act of Apologising in Japanese Computer-Mediated Discourse:  
A Corpus-Assisted Approach 

Eugenia Diegoli 
University of Bologna 

E-mail: eugenia.diegoli2@unibo.it 

Abstract  

The study investigates the use of three Japanese expressions commonly signalled as apologetic, namely gomen ósorry 
(NON-POLITE)ô, sumimasen ó(Iôm) sorry (POLITE)ô and mǾshiwake arimasen ó(Iôm) sorry/I apologise (SUPER 
POLITE)ô, in the written, online Q&A forum Yahoo! Chiebukuro. Such expressions are analysed within a large amount of 
co-text in a corpus of spontaneous conversations collected by the author. Combining statistical techniques (concordance 
tool) and qualitative analysis (close reading), the pragmatic functions served in the data by the three lexemes were 
categorised. When the lexemes were intended as an apology, the apology strategies employed in their immediate co-text 
and playing a role in the realisation of the apology were investigated. Moreover, three devices frequently co-occurring with 
the lexemes were identified: the adverbs chotto óa littleô and nanka ósomehowô and the verb-ending form -te shimau. I argue 
that they modify the force of the speech act by carrying additional, relevant meaning and, eventually, favouring an indirect 
interpretation of the utterance. 
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Overview 

The aim of this study is twofold. First, to investigate the 

use of three Japanese expressions commonly signalled as 

apologetic, namely gomen ó(Iôm) sorry (NON-POLITE)ô, 

sumimasen ó(Iôm) sorry (POLITE)ô and mǾshiwake 

arimasen ó(Iôm) sorry/I apologiseô (SUPER POLITE)ô, in 

the Japanese written Q&A website Yahoo! Chiebukuro 

óhttps://chiebukuro.yahoo.co.jp/ô. Such expressions are 

what Blum-Kulka and Olshtain define as illocutionary 

force indicating devices (henceforth IFIDs), i.e. explicit 

linguistic markers of pragmatic force which selects a 

routinised expression of regret (1984, 198). The IFIDs are 

investigated as parts of larger linguistic units and, when 

they are intended as apologies, the apology strategies 

employed in their immediate co-text are also categorised. 

Second, to analyse the discoursive effects of lexical and 

grammatical devices that frequently co-occur with the 

three IFIDs and function as (im)politeness markers, 

playing a role in the realisation of the speech act. The two 

research questions (RQs) are as follows: (RQ1) When 

apologising in Computer-Mediated Discourse (henceforth, 

CMD), what are the apology strategies used by Japanese 

speakers in the immediate co-text of IFIDs? (RQ2) What 

are the lexical and grammatical devices that in CMD 

frequently co-occur with the IFIDs and modify the force of 

the speech act?  

1. Theoretical background 

The present work partially relies on Brown and Levinsonôs 
(1987) view of politeness as a system of linguistic devices 
used to redress face threat. Although I am indeed aware of 
the shortcomings their model presents (e.g., their focus 
solely on the speaker [Eelen, 2001; Watts, 2003] and their 
notion of a strategic exploitation of linguistic strategies 
[Matsumoto, 1988; 1989; Ide, 1989]) and, in many 
respects, approving of this criticism, I believe that their 
model does provide a useful terminology for the analysis 

of linguistic interactions and (im)politeness-related 
phenomena. More specifically, I continue to rely on their 
distinction between negative and positive politeness and 
their assumption that, generally speaking, indirectness 
tends to enhance the degree of politeness in the expression 
of speech acts. With reference to the latter, it is my 
contention that generalisations about the notion of 
indirectness as a means to achieve politeness ï or, indeed, 
as a means to mitigate impoliteness ï are useful for 
analysing speech acts in Japanese CMD ï but it may not 
be so for other languages or language varieties. This is why 
the present analysis continues to rely on these notions, 
whilst acknowledging that negative and positive politeness 
strategies often work in tandem and their distinction is not 
always unequivocal, and that there is no unidirectional 
relationship between politeness and indirectness. 
A second key theoretical model which involves inferences 
and attempts to deal with the interpretation of utterances is 
Sperber and Wilsonôs Relevance Theory (1995), which 
focuses on the cognitive processes by which hearers 
recognise the intention ï i.e., the relevant information ï 
beyond the literal meaning. The notion of relevance will be 
very helpful in the analysis of the extra information 
conveyed by additional lexical and grammatical devices 
co-occurring with the IFIDs. Such devices may be omitted 
because the utterance already conveys sufficient 
information. They thus appear to break Griceôs (1975) 
maxims of quantity (avoid unnecessary information) and 
manner (avoid ambiguity, be brief) and might lead the 
hearer to assume that the additional information has some 
kind of relevance to that specific situation. 
Particularly in the context of Japanese (im)politeness 
markers, the body of corpus-driven discourse studies into 
this kind of linguistic resources is to date comparably 
small. So far, research is available mainly (but not 
exclusively) from Japan, where such devices are usually 
referred to as hairyo hyǾgen, which literally means 
óexpressions of considerationô. Three (im)politeness 
markers have attracted focused attention in the literature, 
and they will be addressed also in the present study. 
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Yamaoka (2004) shows that the low-degree adverb chotto 
óa littleô, which is the first device selected for the analysis, 
is often used in Japanese when criticising or rejecting a 
request to minimise the face-threat. The second device 
under analysis is the verb-ending form -te shimau, 
grammaticalised from the verb shimau óput awayô. This 
auxiliary verb is a polyfunctional word which was found 
to be used as a marker of aspect such as completion or to 
convey a modal meaning (Tamura, 2007). This latter use 
of -te shimau expresses the speakerôs negative feelings and 
attitude toward the event described in the main clause. 
More specifically, it conveys the speakerôs disappointment 
and regret towards an event seen as regrettable and which 
they assume to have no control over (Fauconnier, 2013). 
Finally, the discourse marker nanka ólike, somehowô was 
also observed in the corpus. It can be used to convey the 
referential meaning ósomething (like), anythingô or with no 
referential meaning to convey many different functions 
(Sato, 1997, cited in Murayama, 1999). Particularly 
significant for the present study are instances where nanka 
is used as a mitigator increasing the social distance 
between interactants, while conveying reluctance to 
express a given utterance (in our case, an apology) 
straightforwardly. 

2. Corpus construction and analysis 

Drawing from Corpus-Assisted Discourse Analysis 
(CADS, Partington et al., 2013) the present study 
combines a discoursive approach with corpus linguistic 
tools for the collection and analysis of naturally occurring 
data. Unlike traditional corpus linguists, CADS 
researchers emphasise a balance between quantitative 
(statistical) and qualitative (traditional close reading) 
approaches. Continuing this trend, this work focuses on the 
production of apologetic expressions whilst 
acknowledging that their meaning in interaction strongly 
relies on contextual information: they are deictic forms, 
anchored to other variables and to their surrounding co-
text. In this perspective, the present study did employ basic 
corpus linguistic tools, namely the free software BootCat 
(Baroni & Bernardini, 2004) and the corpus query system 
Sketch Engine (Kilgarriff et al., 2014) for the corpus 
collection and analysis respectively, but close-reading of 
the texts and manual annotation of pragmatic functions 
were carried out as well, bringing Corpus Linguistics and 
aspects of Discourse Analysis together. 

First, a search-term specific or topical corpus (Taylor, 

2015) that consists of only webpages containing Japanese 

apologetic lexemes, namely gomen, sumimasen, and 

mǾshiwake arimasen was collected from the URL of the 

Internet Q&A forum Yahoo! Chiebukuro 

óhttps://chiebukuro.yahoo.co.jp/ô. Then, utterances 

containing the apologetic lexemes were identified and 

analysed within their wide co-text with the aim of 

exploring their role in context. The corpus is thus used as 

a resource for retrieving the most frequent realisations of 

the so-called apologetic lexemes in discourse units, 

allowing the researcher to access a large number of 

instances of usage without sacrificing important contextual 

features vital for discourse analysis. The collected corpus 

contains 253,577 tokens. Using the concordance tool, a 

total of 1424 occurrences of explicit apologetic lexemes 

were identified and downloaded in plain text format. 

Duplicates in the corpus were manually eliminated and an 

analysis was conducted on 385 occurrences of gomen, 324 

expressions with sumimasen, and 338 instances of 

mǾshiwake arimasen, for a total of 1,047 discourse units 

analysed combining statistical overview techniques 

(mainly the concordance tool) and qualitative analysis 

(traditional close reading), in order to identify each 

utterance as performing a specific pragmatic function. 

3. Results 

The results suggest that the expressions of apology chosen 
for this study are polyfunctional words used in my data to 
perform the following twelve actions, arranged in 
descending order of use-frequency: apology for an offence, 
first-order considerations, idiomatic expressions, request, 
attention-getting device, request, conversation opener, 
thanks, mitigation of impolite expressions, rejection of a 
request or an offer, demand for an apology, and, finally, 
rejection of an apology. Thus, the real communicative 
intent of Japanese IFIDs commonly signalled as apologetic 
can be something different from an apology, or indeed can 
be apologising plus other intentions. When the lexemes 
gomen, sumimasen and mǾshiwake arimasen where 
intended as an apology (in 55.6%, 42.9% and 72.5% of 
occurrences respectively, for a total of 597 instances of 
apology), the study also investigates the different patterns 
of speech act realisation, more specifically the apology 
strategies employed in their immediate co-text (RQ1).  
The analysis of how apologies are structured beyond the 
single clause revealed that the communicative intent or 
illocutionary force of utterances with IFIDs is strongly 
affected by the use (or the omission) of three 
morphosyntactic devices, namely the adverbs chotto óa 
littleô and nanka ósomehowô and the verb-ending form -te 
shimau. I will argue that these devices can function as 
(im)politeness markers. These arguments are developed by 
analysing multiple linguistic, multimodal and contextual 
variables that frequently co-occur with apologetic devices 
in CMD and play a role in the realisation of their pragmatic 
functions. 

3.1. Apology strategies 

With reference to RQ1, the analysis of linguistic and 
contextual variables in the immediate co-text of apologetic 
lexemes revealed that an expression of responsibility either 
preceding or following the lexeme is the most common 
pattern in data set, used in 375 (62.8%) apologetic 
utterances, followed by ódetachedô apologies (i.e. apology 
where the lexeme alone constituted the utterance) and self- 
humbling, used in 106 (17.8%) and 64 (10.7%) of cases 
respectively. However, these values change considerably 
across the three lexemes, as illustrated in Figure 1. The 
total number of instances for each IFID is also indicated 
enclosed between parenthesis. 
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Figure 1: Apology strategies across the three IFIDs 
 
Strategies involving the realisation of deference (i.e., 
admission of responsibility and self-humbling) appear to 
be comparatively quite frequent in formal settings, where 
mǾshiwake arimasen (SUPER POLITE) is perceived as the 
appropriate form of apology. On the other hand, gomen 
(NON-POLITE) is much more common than its formal 
counterparts in formulaic apologies where there is no 
additional reference made in the clause to the offence (i.e., 
detached apologies) or no indication of regret on the 
speakerôs part (i.e., minimising the offence). These 
findings support Brown and Levinsonôs assumption that 
negative politeness strategies involving deference are more 
common in asymmetrical situations where there is greater 
social and psychological distance between interactants 
(1987, 178). 
A second finding is that, though strategies involving taking 
on responsibility are arguably more likely to be successful, 
there may be situations where the speaker is not willing to 
humiliate themselves and strategies minimising the 
offence are preferred. We can thus safely assess that the 
amount of face a speaker is willing to lose seems to play a 
role in the selection of apology strategies. 

3.2. (Im)politeness markers 

With reference to RQ2, the study also shows a total of 205 
utterances containing what I identified as the three most 
frequent (im)politeness markers in the corpus, i.e. the 
lower-degree adverb chotto óa littleô; the verb-ending form 
-te shimau; and, ultimately, the adverb nanka ólike, 
somehowô. The identification of (im)politeness markers in 
the data is frequency-based because, as Terkourafi and 
K§d§r (2017) have pointed out, an expression can be 
considered to be conventionalised to achieve a particular 
illocutionary goal only if it used frequently enough in that 
context. Figure 2 gives the relative distribution of IFIDs in 
co-occurrence with the three (im)politeness markers.  
 

 
 
 
 
 
 
 
 
 
 

 

Figure 2: Percentages of co-occurrence of (im) politeness 
markers and IFIDs  

 

It should be noted that the above figure represents patterns 

of co-occurrence as observed in a concordance with 100 

characters of co-text on each side. It thus comprehends also 

instances where the three expressions investigated convey 

their primary meanings, which are not related to 

(im)politeness. Generally speaking, however, it is possible 

to state that the more formal the IFID, the less frequent 

(im)politeness markers are. This pattern is particularly 

clear for the adverb chotto and the verb-ending form -te 

shimau. These two devices co-occur quite frequently with 

gomen (NON-POLITE), while are less common with 

sumimasen (POLITE) and mǾshiwake arimasen (SUPER 

POLITE). 

When used in the L1 position (i.e., immediately at the left 

of the IFID), chotto signals that the utterance is not to be 

taken as an apology, but rather as a request or as an 

attention-getting device. According to Brown and 

Levinson (1987), a request is a speech act potentially 

threatening the addresseeôs negative face and, as such, it 

requires the use of mitigating devices conveying that no 

harm is intended. The set chotto+IFID is in fact generally 

used by Yahoo! Chiebukuro users to hedge the 

illocutionary force of the utterance with the aim to avoid a 

direct request, thus downgrading the force of the speech 

act.  

The verb-ending form -te shimau is also employed as a 

device increasing the politeness of the utterance. It 

expresses the speakerôs negative feelings and attitude 

toward the event described in the main clause ï usually an 

event somehow related to the speaker and considered to be 

unwanted by the addressee, which thus requires an 

apology. By conveying that the addresseeôs wants are 

similar to the speakerôs wants, it shows empathy to the 

addressee and boosts the interactantsô positive faces. The 

use of -te shimau in apologies can therefore be considered 

as a positive politeness strategy serving a similar function 

to English intensifying devices such as really, very, etc.  
Finally, the adverb nanka, when used in the L1 position 
with no referential meaning, depending on the interactional 
contexts can function as a marker of mock politeness, i.e. 
ñthe use of politeness strategies which are obviously 
insincereò (Culpeper et al. 2003, 1555). Generally 
speaking, it conveys reluctance to express a given 
utterance (in our case, an apology) straightforwardly. For 
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instance, it was found to introduce demanded apologies 
clearly felt as unnecessary by the speaker. Unlike -te 
shimau, it decreases the illocutionary force of the 
utterance, frequently overlapping with strategies 
minimising the offence. I argue that nanka in combination 
with apologetic IFIDs favours an indirect interpretation of 
the apologetic utterance, which carries additional meaning 
the hearer must assume to be relevant in that specific 
situation. The relevance of the additional information 
conveyed by chotto and nanka in co-occurrence with IFIDs 
seems to break Griceôs (1975) maxims of quantity (avoid 
unnecessary information [45]) and manner (avoid 
ambiguity, be brief [46]), thus arousing Yahoo! 
Chiebukuro usersô suspicion who discuss their use in the 
corpus. Such discussions provide emic, metalanguage 
comments supporting the interpretation given above.  
The findings also reveal CMD-specific usage of 
multimodal features such as emoji, kaomoji (i.e., Japanese 
emoticons), non-standard script choices and elements 
orthographically mimicking phonetic processes. They 
generally boost interactantsô positive faces by assuming 
common ground and decrease the perceived psychological 
and social distance with the addressee, as in the following 
example:  
 
1. Setsumei ga umaku kakenakute mǾshiwake arimasen 

(kaomoji) shokuba de todokede o shinakereba 
naranai koto ga ari, senjitsu genpon 1 mai to sono 
kopǭ o sǾfu shita tokoro henrei sarete shimaimashita.  
 
ȟ҉ Ȣ Ȥ ȽȢȹ Ȫ ȕɝɑȮɦȂ  

m ( _ _ ) m Ⱥ ₮ɥȪȽȤɟɃȽɜȽȗԊ
ȟȕɝȁᾢ 1 ȻȰɁɹʚЛ1 ɥ Ȫט
ȲȻȦɠ ȨɟȹȪɑȗɑȪȲȂ 
 
I apologise for not being able to explain it very well 
(kaomoji) There was something I had to report at 
work, and a few days ago the original document and 
a copy that I had just sent returned back. 

 
In the above excerpt, we can observe the use of the kaomoji 
m ( _ _ ) m, which visually conveys the body movement of 
óbowingô. Though it is usually associated with casual 
speech, it is employed here in an utterance where the 
dominant speech level is super polite. I argue that, in this 
specific context, it decreases the perceived distance 
between interactants. It also shows that in spontaneous 
conversations negative (formal speech) and positive 
(multimodal features, but also -te shimau at the end of the 
utterance) politeness work together and their distinction is 
more often than not rather blurred.  

4. Conclusion 

This paper has dealt with IFIDs, namely formulaic 

expressions of apology, in CMD and, more specifically, in 

the Japanese Q&A website Yahoo! Chiebukuro. The 

polyfunctionality of IFIDs has been addressed and focused 

attention has been given to morphosyntactic and 

discoursive devices co-occurring with IFIDs and 

eventually affecting the illocutionary force and/or the 

politeness level of the utterance. With regard to the 

realisation of apologies in CMD, eight main apologetic 

strategies have been classified. Their distributions across 

the three IFIDs supports Brown and Levinsonôs (1987) 

assumption that strategies involving deference (negative 

politeness strategies) are perceived as appropriate in 

formal settings, which possibly requires a greater face-loss 

on the speakerôs part for the apology to be successful. On 

the other hand, in informal settings instances of strategies 

minimising the responsibility for an offence were also 

found, showing that there is a limit to the amount of face a 

speaker is willing to lose when apologising. We can thus 

asses that the use of IFIDs specialised for the expression of 

speech acts commonly considered as ópoliteô does not 

necessarily produce polite utterances. What seems to be 

more relevant is whether the IFID is accompanied by what 

we have called ñ(im)politeness markersò. When this is the 

case, such additional forms can modify the IFID and 

produce marked utterances that may be perceived as polite 

or non-polite/impolite depending on the interactional 

context and surrounding co-text.  
The analysis also revealed multimodal, CMD-specific 
features of speech acts such as kaomoji. They generally 
boost interactantsô positive faces by assuming common 
ground and decrease the perceived psychological and 
social distance with the addressee. An additional finding is 
that multimodal features such as kaomoji, though still more 
common in informal discourse, were commonly found in 
formal speech as well, possibly signaling that this kind of 
visual resources is becoming more and more pragmatically 
unmarked.  
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Abstract 

The effectiveness of asynchronous online discussions as a learning tool in higher education depends critically on the participantsô ability 
to create a sound social space (Swan, 2002). Referring to one anotherôs messages is one way to display a sense of affiliation which 
strengthens bonds in the learning community. However, research has shown that students often fail to exploit this dimension of the forum 
(Murphy, 2004; Wise et al., 2012). 
In this paper we look at references to previous posts in a set of online discussions held during a one-term undergraduate course. For the 
purposes of this analysis, sixteen full discussions ð885 messages from 121 different participants in totalð were drawn from the 
SUNCODAC corpus (Cal Varela & Fern§ndez Polo, 2020). We describe the distribution of these references and analyse their degree of 
personalization and the kind of stance expressed, and explore how these issues might be affected by aspects of the studentsô identities 
such as gender and lingua-cultural background. 
Our data reveal lower interactivity than expected. Almost half the posts analysed contain no references to previous contributions, 
exchange students being especially reluctant to mention their classmatesô messages. The overall pattern is one of slight decline in the 
number of references over time, although interestingly during the second half of the course a small group of students increase the 
frequency of mentions of previous posts and they also tend to make these references more personal. The preferred practice is using first 
names, although the more formal name+surname pattern becomes more frequent during the second half of the course, which suggests 
increasing awareness of the academic character of the activity. Finally, simple acknowledgement is by far the most frequent form of 
alignment, and about a third of the contributions contain expressions of agreement. This seems to indicate that in most cases the main 
function of these references is preserving social relationships and avoiding conflict rather than engaging critically with differing views. 
 
Keywords: computer-mediated communication, online discussion, personal references 
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Abstract 

Social networking sites (SNS) allow for complex (inter-)actions between users and the medium by means of their specific technical 
affordances and limitations; this facilitates usersô multimodal discursive construction of multifaceted, flexible, in-the-moment identities. 
With its image-based and ephemeral, time-limited content, Snapchat is particularly popular among younger people. Via Snaps, users 
creatively produce fluid and semiotically complex online identities that enter the social world through interaction with others. This 
project aims to carve out the multimodally created, managed and negotiated (youth, gender, athletic, cultural, etc.) identities of young 
female (Austrian) football players and to analyze how these interact with the medium, Snapchat. For this purpose, ñMy storiesò from 7 
players were collected during 5 months in 2018. Our contribution proposes a multi-perspective, multi-level and multimodal linguistic 
analysis involving both bottom-up and top-down methodological approaches, yet also documents and critically addresses the challenges 
of linguistically analyzing social practices such as Snaps. 

 
Keywords: Snapchat, Snaps, (youth) identity construction, linguistic analysis, multimodality 
 
 

1. Introduction 

Computer-mediated communication (CMC) in general and 
social networking sites (SNS) in particular form complex 
ñin-betweenò spaces, in which situation factors (i.e., users 
with various purposes, characteristics, topics, and 
identities) interact with a specific medium and its 
affordances and limitations (Herring et al., 2013; Herring, 
2007). Based on these, each platform or medium creates 
unique conditions that allow for different forms of 
(inter-)actions via the use of (various) socio-semiotic 
practices. Such actions and practices associated with 
particular technologies are again ñnestled with other 
cultural practices and together they make available 
recognisable social identitiesò (Jones et al., eds., 2015, 3), 
i.e., digital practices interact in complex ways with 
physical and virtual spaces, times, interaction orders, and 
cultures. Concurrently, they build on various semiotic 
resources and modes such as text, audio, visual (image, 
video, color, font, etc.) or layout (Jewitt ed., 2017; Kress & 
van Leeuwen, 2006). 
The goal of this research project is to investigate ï from a 
multimodal linguistic perspective ï how young female 
(athletic) selves and a particular social medium (Snapchat) 
interact and how this enables the prosumption of the usersô 
multifaceted identities in flux (Buckingham, 2008; Zajc 
2015). The analysis focuses on the football playersô ludic-
creative identity work as well as their co-construction and 
management of youth, gender, athletic, cultural, etc. 
identities. We target the specific affordances and 
constraints of Snapchat in the multimodal (self-) 
construction of personal, relational, and social identities-
in-action. Moreover, we propose a multi-level and multi-
perspective methodology and document the complexity as 
well as the methodological and theoretical challenges for 
such a multimodal linguistic analysis. In this way, we aim 
to contribute to the emerging body of linguistic research on 
multimodal meaning-making practices and identity 
construction on SNS.  

2. Identity Construction on Social Media 

In post-structuralist linguistics, identity is conceptualized  

 

as socially and interactionally constructed in and through 

language and other semiotic resources or modes (Bucholz 

& Hall, 2005). Virtual identities or identities online are 

thereby considered to exist alongside offline identities; 

online self-presentations play with and foreground 

particular aspects of an ñauthenticò offline identity (Tagg, 

2015; Benwell & Stokoe, 2006). Thus, ñstories told and the 

histories recreated online are shaped by other identity 

markers (i.e. sexuality, ability, nationality, etc.) all of which 

translate from face-to-face realities into virtual onesò 

(Roseboro, 2014, 360). Instead of surpassing (the 

constraining) real-world categories such as gender, race, or 

ethnicity, identity work online is thus still oriented along 

existing stereotypes, norms, and values in particular 

communities of practice (Mackenzie, 2021; Veum & 

Undrum, 2018; Eckert & McConnell-Ginet, 1992).  

Offline and online identities are complex, fluid, and 

situated, i.e., a series of selves adapted to a specific 

context, medium, or genre (Buchholz & Hall, 2005). In this 

way, an individualôs portfolio of identities is discursively 

produced and interactively negotiated with the means of 

various semiotic resources or modes all of which 

encompass affordances and limitations for identity work. 

Identities performed online, then, result from CMC 

qualities and technological properties (of the particular 

medium or SNS) and how these enable different types of 

social organization or group interaction (Tagg, 2015; 

Seargeant & Tagg, 2014). 

3. Snapchat 

Snapchat, launched in 2011 (Velten & Rauf, 2016), has 

accumulated more than 300 million users worldwide by 

now, most of them young adults and teenagers (Statista, 

2021). Users create and exchange 3 billion Snaps and 

produce around 400 million stories each day (Dunn & 

Langlais, 2020; Page, 2018). Apart from allowing 

Snapchat users to send (synchronous) private visual 

messages and short videos (ñSnapsò), similar to other 

(instant) messaging services, the ñMy Storyò feature lets 

users share Snaps with their (larger) social network (i.e., 
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friends) for a maximum of 24 hours. This ephemerality of 

Snaps (disappearing, temporally limited and self-

destructive content, with no persistent archive) represents 

the most salient feature of Snapchat (Piwek & Joinson, 

2016). Additionally, videos are limited to 10 seconds and 

included text to 50 characters. Also, ñno specific 

affordances for aggregated social feedbackò (Bayer et al., 

2015, 959) (such as likes, comments etc.) are provided. 

Snaps may be composed of various modes and semiotic 

resources (text, image, emoji, sticker, audio, video, 

drawing), but are primarily image-based. According to 

Page (2018), due to a ñcamera-first technology é the 

creation of visual content precedes the ways in which users 

can shape that contentò (80). This embodies the underlying 

philosophy of the medium, i.e., sharing immediate, in-the-

moment experiences and the specific visual meaning 

created in these images (Zappavigna, 2016). 

In this way, Snaps function as digital practices and 

discourse that enable identities to enter the social world 

through interaction with others (Page, 2018; Jones et al., 

2015; Bucholtz & Hall, 2005), i.e., via Snaps and the 

various resources and modes employed to create them, 

users construct (online) identities as well as personal 

relationships.1 

At this point, Snapchat is still a relatively under-researched 

social messaging app or media-sharing platform. Existing 

research focuses primarily on user motivation and 

experience (e.g., Bayer et al., 2015; Piwek & Joinson, 

2016) and on its influence on interpersonal relationships 

(Vaterlaus et al., 2016). Apart from Pageôs research (2018) 

on intersubjectivity, defined as the levels through which 

the producer of a Snap mediates their perspective on the 

viewed content, no linguistic research on Snapchat is 

available to date. Moreover, studies looking into the 

multimodal construction of various identities on social 

media are generally rare. In this way, the envisioned 

research project addresses existing research gaps ï in the 

vein of Veum and Undrum (2018) for Instagram ï by 

adding to the emerging body of linguistic literature on 

multimodal meaning-making and identity construction. 

4. Purpose and Research Questions 

MacIntosh et al. (2012, 213) describe the Internet as an 

interstitial space where "youth engage with, share, and 

construct identificatory, sociocultural, political, 

informational, and other frameworksò. Young people 

spend more time with technology than any other daily 

activity (Coyne et al., 2013.), and they represent the 

majority of Snapchat users worldwide. Based on its 

creative possibilities for identity construction and 

relationship building, as well as young peopleôs extensive 

use, Snapchat is a promising epistemological site for the 

analysis of the following research questions:  

Á What are recurring multimodal practices of 

identity construction on Snapchat? 

Á What kinds of (individual and collective) 

 
1 For the purpose of this analysis, discourse is perceived as ñthe 

ways people build and manage their social worlds using various 

identities do the users construct or foreground via 

their Snaps?  

Á How do the technical affordances and limitations 

of Snapchat interact with the various identities 

that participants (un)intentionally stage? 

5. Proposed Methodology 

To carve out the various user identities and (multimodal) 

practices used to construct them and to critically relate 

these to underlying socio-semiotic/-cultural processes, we 

propose a multi-level, multimodal and multi-perspective 

linguistic analysis. Our analysis is located both in social 

semiotic multimodality and its focus on the choices users 

make (from the resources available to them on Snapchat) 

as well as in multimodal discourse analysis and its focus 

on the semiotic meta-functions the various modes in 

isolation as well as in combination fulfill (Veum & 

Undrum, 2018; Jewitt ed., 2017). Moreover, we adapt the 

text-based approach of Critical Discursive Psychology 

(Wiggins, 2017) and its analytical concepts subject 

positions, interpretative repertoires, and ideological 

dilemmas to our multimodal data in order to critically 

assess usersô online identification processes (for a similar 

analytic endeavor see Fleischhacker, 2019). Analysis 

consists of three consecutive, though interconnected and 

mutually informed, steps and is carried out with the help of 

Atlas.ti, followed by a top-down socially informed 

interpretative step.  

5.1. Data and Participants 

Data was collected as part of a larger research project 

involving the U16 girlsô football team of the First Vienna 

Football Club in Austria in 2018. Of the entire squad, seven 

players gave consent to the collection of social media data. 

All the participants were between 14 and 16 years of age, 

lived in Vienna and were experienced football players. 

Their social, ethnical, and national backgrounds were 

diverse, so were their native languages.  

Figure 1: Example Series (combination of 4 Snaps) 

 

Between April and August 2018 all ñMy Storiesò published 

by these female players were collected. During the time of 

data-collection, audio-visual recording of videos was not 

semiotic systemsò (Jones et al., 2015, 4).  
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possible due to technical restrictions and the ephemerality 

of the data itself. Screenshots were taken of each story (i.e., 

one-to-many, asynchronous, semi-private Snaps), inclu-

ding multiple screenshots (i.e., stills) of moving Snaps to 

capture visual changes. Audio, however, was not 

considered. The entire corpus consists of 239 items, 

whereby we differentiated between individual Snaps 

(single images), series (a number of thematically or 

otherwise linked single images, which can incorporate 

different modes), and sequences (stills of moving images).  

5.2. Levels of Analysis 

To answer our research questions, three interrelated levels 

of analysis seem necessary.  

(1) Focus on the textual function of Snaps: Modes (i.e., 

inventory of semiotic resources), their frequencies, and 

how (often) they are combined by users to create Snaps are 

analyzed using multimodal social semiotics (Kress & van 

Leeuwen, 2006). Modes considered for this research 

include image, written text, emojis, stickers, figures, filters 

or elements of altered reality as well as drawings. At this 

point, more than 30 possible combinations of modes that 

together form unique ñmultimodal ensemblesò (Jewitt, 

2009) have been identified in the data. These multimodal 

combinations are examined in terms of the meaning 

created between them (alignment, complementation, 

contradiction) (Jewitt, 2009). Since image-text 

combinations are frequent (despite the camera-first 

technology (Page, 2018)), the status between images and 

written text (i.e., as equal or unequal in terms of conveying 

the overall message of the Snap) is further detailed by 

adapting Martinec and Salweyôs (2005) system for image-

text relations.  

(2) Focus on the ideational and interpersonal function: 

The ideational and interpersonal functions of Snaps 

expressed with the help of a complex combination of 

modes are then analyzed using Hallidayôs Systemic 

Functional Grammar (1985) and multimodal social 

semiotics (Kress & van Leeuwen, 2006), with a primary 

focus on images and written text. In line with Pageôs (2018) 

analysis of Snapchat, we examine the ideational function 

(i.e., what the Snaps represent) and focus on (visual) 

content or themes (such as football training or matches, 

self- and other-presentation, school and leisure activities, 

moods, and feelings etc.) and speech acts (see Engel, 

1996). An analysis of the interpersonal function (i.e., how 

Snaps construe relationships between producer, viewer, 

and object) considers the presence of the Snap creator, the 

relationship between people represented in the Snap and 

their viewers (applying distance, address, and angle as 

suggested in van Leeuwenôs (2008) ñRepresentation and 

Viewer Networkò:), as well as the relationship between 

depicted actors (applying number of actors involved in 

action (or not) as suggested in van Leeuwenôs (2008) 

ñVisual Social Actor Networkò) and their proximity.  

(3) Focus on usersô identity construction and embedded 

ideologies: Finally, to investigate how the participants 

construct their various identities with the help of 

multimodal practices, an adaptation of Critical Discursive 

Psychology (CDP) (Edley, 2001; Wetherell, 1998) that 

includes visual and multimodal resources is necessary. 

CDPôs analytical tools include subject positions (used to 

index varying and situated self- and other-positionings), 

interpretative repertoires (flexible resources or discursive 

patterns to talk about topics, issues, and events) and 

ideological dilemmas (competing arguments that emerge 

over time based on diverging interpretative repertoires). 

With the help of multimodal discourse analysis, then, 

individual practices of identity construction are related to 

broader discourses and ideologies in the context of youth, 

social media, and digital communication. 

By combining these three levels of analysis (from the basic 

semiotic components of Snaps to multimodal ensembles 

and their functions, to the various identities constructed by 

these users and their socio-cultural embeddedness) and 

methodological approaches (multimodal social semiotics, 

SFL, CDP, multimodal discourse analysis), the descriptive 

categories can be interpreted in relation to the underlying 

ñsocial fabricò (Wetherell, 1998, 403), while a top-down, 

interpretative approach is informed by a micro-level 

analysis of smaller constituents. In this way, the linguistic 

micro-level can be (critically) related to the (ideological) 

patterns of collective sense making (Wetherell and Edley, 

1999), thus rendering more complex and varied, 

complementary results (Fleischhacker, 2019).  

6. Methodological Challenges and 
Future Directions 

The Snapchat data provide socio-culturally and 

technologically up-to-date insights into (online) identity 

constructions of young female athletes (in Austria). Yet, 

upon developing and (preliminarily) applying the proposed 

methodology, certain challenges have surfaced in carving 

out these multi-layered and multimodal online identities.  

First, while researchers are still seeking for robust and 

replicable methods to make sense of multimodal data 

(Mondada, 2019; Page, 2018), Snapchat data is 

particularly complex and demanding to analyze. A series 

(see Figure 1), for instance, combines a number of Snaps 

with several modes in various combinations and with 

different relationships between them. Additionally, 

participants make use of multimodal practices such as re-

contextualisation, embedding, etc. Ideally, for each mode, 

the ideational and interpersonal functions should be 

considered to eventually decode the combined message 

and function of the entire item. However, such functions 

have yet to be established for modes such as emojis, 

stickers or ï even more challenging ï drawings. According 

to Flewitt et al. (2017) the complex simultaneity of 

different modes, their structure, and materiality has not yet 

been resolved when attempting a (simultaneous) reading or 

interpretation. 

Furthermore, without direct access to the process of our 

usersô Snap creation or community of practice, various 

analytical challenges arise. Which modes were, for 

instance, actively used in a Snap that is based on a 

screenshot? At what point should multiple uses of modes 
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be coded in a Snap? How to reconstruct the combination 

of modes in Snaps that are based on screenshots or 

recontextualised images? How can the meaning of Snaps 

with a restricted audience design be reconstructed? 

Second, the employed modes and their multimodal 

combinations are the building blocks for visual, textual, 

and otherwise constructed identities, to be analysed via 

interpretative repertoires and subject positions. Such an 

analysis of the participantsô identities, however, involves 

an adaptation of the tools employed by CDP to include 

other semiotic resources and modes apart from language 

(and determining how these represent e.g., gendered 

interpretative repertoires) (see Fleischhacker, 2019).  

Third, although methodological transparency, replicability, 

and academic rigor are to be pursued at all times, 

developing a coding manual to achieve intercoder 

reliability for such a complex analysis seems unfeasible. 

What is more, given the need for a certain familiarity with 

the football players and their situations to make sense of 

the Snaps, researchers unfamiliar with the participants 

would inevitably encounter problems, even when provided 

with extensive coding manuals.  

Fourth, combining bottom-up / descriptive approaches and 

top-down / interpretative linguistic analysis also involves 

a synthesis of different (and potentially opposing) 

theoretical underpinnings and approaches to discourse. 

Structural and functionalist (i.e., post-structuralist) 

paradigms focus on the units or constituents of discourse 

(eliding the context), on the one hand or the socio-cultural 

practices and meanings that inform discourse (focusing 

less on structures and regularities), on the other; but they 

do not usually combine both (Schiffrin, 1994). Though 

Wetherell (1998), for instance, perceives a synthesis of 

micro- and macro-level analyses as fruitful and productive, 

others assume a critical stance to such a proposition, 

particularly in terms of the analytical context and the role 

of the researcher (Schegloff, 1997). However, a combined 

approach would respond to and embrace the idea that 

discourse involves both linguistic and social resources and 

unite them in analysis and interpretation (Schiffrin, 1994).  

Addressing these methodological (and theoretical) issues 

will provide (linguistic) researchers beyond the current 

project with necessary tools and valuable insights to 

address research questions in the context of social media 

corpora, based on a combination of both bottom-up and 

top-down approaches. 

7. References 

Bayer, J., Ellison, N., Schoenebeck, S. and Falk, E. (2015). 

Sharing the small moments: Ephemeral social 

interaction on Snapchat. Information, Communication & 

Society, 19(7), pp. 956-977.  

Benwell, B., Stokoe, E. (2006). Discourse and identity. 

Edinburgh: Edinburgh University Press. 

Bucholtz, M., Hall, K. (2005). Identity and interaction: A 

sociocultural linguistic approach. Discourse Studies, 

7(4-5), pp. 585-614. 

Buckingham, D. (2008). Introducing identity. In D. 

Buckingham (Ed.), Youth identity, and digital media.  

Cambridge, MA: The MIT Press, pp.  1-24. 

Coyne, S. M., Padilla-Walker, L. M. and Howard, E. 

(2013). Emerging in a digital world: A decade review of 

media use, effects, and gratifications in emerging 

adulthood. Emerging Adulthood, 1, pp. 125-137. 

Dunn, T.R., Langlais, M.R. (2020). óOh Snap!ô: A mixed-

methods approach to analyzing the dark side of 

Snapchat. The Journal of Social Media in Society, 9(2), 

pp. 69-104.  

 Eckert, P., McConnell-Ginet, S. (1992). Think practically 

and look locally: Language and gender as community-

based practice. Annual Review of Anthropology, 21, pp. 

461-490.  

Edley, N. (2001). Analysing masculinity: Interpretative 

repertoires, ideological dilemmas and subject positions. 

In M. Wetherell, S. Taylor & S.J. Yates (Eds.), Discourse 

as data: A guide for analysis. London: SAGE, pp. 189-

228. 

Engel, U. (1996). Deutsche Grammatik, 3rd ed. Heidelberg: 

Julius Groos Verlag. 

Fleischhacker, M. (2019). Multimodal discourses of 

gender and sexuality in Austrian EFL textbooks. MA 

Thesis. University of Klagenfurt.  

Flewitt, R., Hampel, R., Hauck, M. and Lancaster, L. 

(2017). What are multimodal data and transcription? In 

C. Jewitt (Ed.), The Routledge Handbook of Multimodal 

Analysis. Abingdon: Routledge, pp. 44-60. 

Halliday, M. (1985). An Introduction to Functional 

Grammar. London: Arnold. 

Herring, S. (2007). A faceted classification scheme for 

computer-mediated discourse. Language@Internet, 4 

article 1. Accessible online via: https://www.languageat 

internet.org/articles/2007/761 

Herring, S., Stein, D. and Virtanen, T. (Eds.). (2013). 

Pragmatics of computer-mediated communication. 

Berlin: de Gruyter. (Handbooks of Pragmatics, Vol.9). 

Jewitt, C. (2009). An Introduction to Multimodality. In C. 

Jewitt (Ed.), The Routledge Handbook of Multimodal 

Analysis.  Abingdon: Routledge, pp. 14-27. 

Jewitt, C. (Ed.). (2017). The Routledge Handbook of 

Multimodal Analysis, 2nd ed. Abingdon: Routledge.   

Jones, R., Chik, A. and Hafner, C.A. (2015). Discourse and 

digital practices. Doing discourse analysis in the digital 

age. Abingdon: Routledge.  

Kress, G., van Leeuwen, T. (2006). Reading Images. The 

Grammar of Visual Design, 2nd ed. Abingdon: 

Routledge. 

MacIntosh, B.L., Poyntz, S. and Bryson, M.K. (2012). 

Internet. In N. Lesko & S. Talburt (Eds.), Keywords in 

youth studies. Tracing affects, movements, knowledge. 

New York: Routledge, pp. 213-218. 

Mackenzie, Jai. (2021). Analysing gendered discourses 

online: child-centric motherhood and individuality in 

Mumsnet Talk. In J. Angouri & J. Baxter (Eds.), The 

Routledge Handbook of Language, Gender, and 

Sexuality. Abingdon: Routledge, pp. 408-422. 

Martinec, R., Salway, A. (2005). System for image-text 

relations in new (and old) media. Visual communication, 



40 

 

 

4(3), pp.337-371. 

Mondada, L. (2019). Contemporary issues in conversation 

analysis: Embodiment and materiality, multimodality 

and multisensoriality in social interaction. Journal of 

Pragmatics, 145, pp. 47-62. 

Page, R. (2018). Group selfies and snapchat: From 

sociality to synthetic collectivisation. Discourse, 

Context & Media, 28, pp. 70-92. 

Piwek, L., Joinson, A. (2016). óWhat do they Snapchat 

about?ô Patterns of use in time-limited instant messaging 

service. Computers in Human Behaviour, 54(2016), pp. 

348-367.  

Roseboro, D.L. (2014). Mediated youth, curriculum, and 

cyberspace: Pivoting the in-between. In A. Ibrahim & 

S.R. Steinberg (Eds.), Critical Youth Studies Reader. 

New York: Peter Lang, pp. 360-369. 

Schegloff, E.A. (1997). Whose Text? Whose Context? 

Discourse & Society 8, pp. 165-187. 

Schiffrin, D. (1994). Approaches to discourse. Oxford: 

Blackwell Publishing. 

Seargeant, P., Tagg, C. (Eds.) (2014). The Language of 

Social Media. Basingstoke: Palgrave Macmillan. 

Statista. (2021). Anzahl der tªglich aktiven Nutzer von 

Snapchat nach Regionen weltweit vom 1. Quartal 2014 

bis zum 1. Quartal 2021. Accessible online via: 

https://de.statista.com/statistik/daten/studie/553714/um

frage/anzahl-der-taeglich-aktiven-snapchat-nutzer-

nach-regionen/ 

Tagg, C. (2015). Exploring digital communication. 

Language in action. Abingdon: Routledge. 

Van Leeuwen, T. (2008). Discourse and practice. New 

tools for Critical Discourse Analysis. Oxford: OUP. 

Vaterlaus, J.M., Barnett, K., Roche, C. and Young, J.A. 

(2016). óSnapchat is more personalô: An exploratory 

study on Snapchat behaviors and young adult 

interpersonal relationships. Computers in Human 

Behavior, 62(2016), pp. 594-601. 

Velten, J., Rauf, A. (2016). The influence of Snapchat on 

interpersonal relationship development and human 

communication. The Journal of Social Media in Society, 

5(2), pp. 5-43. 

Veum, A., Undrum, L. (2018). The selfie as global 

discourse. Discourse & Society, 29(1), pp. 86-103. 

Wetherell, M. (1998). Positioning and interpretative 

repertoires: Conversation Analysis and Post-

structuralism in dialogue. Discourse and Society, 9(3), 

pp. 387-412. 

Wetherell, M., Edley, N. (1999). Negotiating hegemonic 

masculinity: Imaginary positions and psycho-discursive 

practices. Feminism & Psychology, 9(3), pp. 335-356. 

Wiggins, S. (2017). Discursive Psychology. Theory, 

method and applications. London: SAGE. 

Zajc, Melita. (2015). Social media, presumption, and 

dispositives: New mechanisms of the construction of 

subjectivity. Journal of Consumer Culture, 15(1), pp. 

28-47. 

Zappavigna, M. (2016). Social media photography: 

Construing subjectivity in Instagram images. Visual 

Communication, 15(3), pp. 271-292. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



41 

 

 

Syntactic Variation and Interactional Coherence in Online Communication: The 
German Conjunction weil in Written Interactions 

Aivars Glaznieks 
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Abstract 

The important role of conjunctions in computer-mediated communication (CMC) was first highlighted by Baron (2010). She focused on 
so-called utterance break pairs and analysed the linguistic means used to signal cohesion between the utterance chunks in Instant 
Messages. According to Baronôs findings, conjunctions are relevant for creating coherence not only within a single text, but also between 
utterance pairs. According to an observation made by G¿nthner (2012), utterance break pairs in CMC are sometimes jointly produced 
by chat partners, e.g. when one chat partner expands on a previous message of another person. In conversation analysis, the term 
collaborative production is used for an utterance that is not produced by a single person but jointly by at least two.  
In the present study, I will introduce some findings of a project that investigated the use of conjunctions in the German Facebook corpus 
DiDi (Frey et al., 2016). I will focus on the use of the conjunction weil (óbecauseô) in German Facebook texts and analyse how it is used 
as a cohesive device in cross-message usages such as question-response pairs, utterance break pairs and collaborative productions with 
respect to word order variation in contemporary German. In Standard German, weil is used as a subordinating conjunction, which causes 
verb-final word order. In spoken language, weil is also frequently used as a coordinating conjunction, causing verb-second word order. 
Regarding CMC, recent studies show a clear preference for verb-final word order, e.g. on Wikipedia discussion pages (Storrer, 2019). 
The results of our study show that subordinate weil-clauses are used in both utterance break pairs and in collaborative productions 
whereas coordinate weil-clauses are used in utterance break pairs of a single user. Thus, word order variation can be used to disambiguate 
reference in chats, particularly regarding non-adjacent utterance break pairs. 
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Abstract 

This paper examines the differences in sustainability communication of the two Twitter profiles, Nestl® Germany and Nestl® France. 

The world's largest food company Nestl® is faced with the challenge of maintaining legitimacy towards international stakeholders through 

sustainability issues. The question arises whether the company is using the theory of cultural dimensions, which is widespread in 

management (Hofstede et al., 2010), in order to communicate sustainability in international markets in a target group-oriented manner. 

This also would be the case for the important European markets Germany and France. Additionally, the different classification of the 

two countries in the Food Sustainability Index 2019 raises the question of whether food sustainability is weighted differently in the two 

countries and whether communication about it is different.  

 

Keywords: sustainability communication, Twitter, cultural dimensions       

 

1. Introduction  

Nestl®, the world's largest food company with 260.000 

employees all around the world and 29 brands, has often 

faced extensive criticism concerning ecological and social 

exploitation. The allegations relate to immoral business 

with water, the destruction of the rainforest, pollution from 

plastic packaging and other issues of sustainability. Eckardt 

(2015), defines sustainability as ñthe establishment of 

sustainable and globally sustainable ways of living and 

doing businessò (we translated, p. 5), which refers to 

economies that will not be detrimental to future 

generations. According to the Triple Bottom Line, 

sustainability includes the social component People, the 

ecological component Planet and the economic component 

Profit (Braccini & Margherita, 2019). All these three 

components have to be taken into account by companies in 

order to proceed in a fully sustainable way. The aspect of 

food sustainability is also relevant for the food company 

Nestl®. The Food Life Cycle involves the aspects of 

production, processing, packaging, ditribution, 

consumption and waste (Baldwin, 2015). All these aspects 

include sustainability components that must be considered 

for a sustainable economy (ibid.). This comprehensive 

number of aspects must not only be integrated into the 

company's machinations in form of measurements, they 

must also be communicated to the stakeholders in an 

appropriate manner in order to ensure the legitimation of 

the company. Sustainability communication serves this 

purpose. With its hundreds of millions of users worldwide 

and the ability to disseminate information in real time 

(Twitter Fundamentals, 2020), Twitter offers Nestl® the 

opportunity to reach a wide range of stakeholders, 

including new and existing customers worldwide as well as 

to address investors, partners and existing or new 

employees. Therefore, Twitter offers an optimal tool for the 

dissemination of sustainability communication among 

various relevant target groups and represents the 

communication platform of this study through which 

Nestl® communicates about sustainablity within different 

cultural contexts. According to Hofstede et al. (2010), 

national cultures can be clustered in different dimensions. 

The heart of every culture are the values that are gradually 

acquired and internalized from birth and form the starting 

point of every action (Hofstede et al., 2010). In their five 

cultural dimensions, namely power distance, uncertainty 

avoidance, masculinity vs. femininity, individualism vs. 

collectivism and long-term vs. short-term orientation, 

Germany is defined as less power-distant, more masculine, 

less uncertainty avoidant and more short-term oriented than 

France. Both countries donôt differ a lot in the dimension 

of being highly individualist (Hofstede et al., 2010). 

Although the cultural dimensions have often been criticized 

of being generalising and essentialistic, they are listed 

among the most widespread cultural theories in 

international management, what made them relevant for 

this research.  

2. Problem definition and Research 
Questions 

As a global player, Nestl® is known worldwide for poor 

reputations regarding sustainability. To maintain its 

legitimacy towards international stakeholders, the 

company has to communicate sustainability measures and 

responsibility in a way that is appropriate for the target 

group, including the two major European markets Germany 

and France. According to the understanding of Hofstede et 

al. (2010), Nestl® must first become familiar with the 

peculiarities of cultures in order to report on sustainability 

in an appropriate and target-group-oriented manner. 

Indeed, the company has separate communication 

platforms on a country-by-country basis, indicating that 

communication differs from country to country and also 

between Germany and France. The question is, to what 

extent the differences in country-specific communication 

can be seen on the two Twitter profiles Nestl® Germany and 

Nestl® France and to what extent the cultural dimensions 

can be found in sustainability communication about 

ecological, social and economic topics and thus be used as 

an explanation for differences. Since France ranks first in 

the Food Sustainability Index 2019, and is ahead of 

Germany in this aspect, it can be assumed that especially 
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the communication about Food Sustainability differs 

between the countries because the importance is different. 

Against this background, the following research questions 

arose: 

How does Nestl®'s sustainability communication on Twitter 

differ in the German and French context? 

Ą What general differences can be identified in the 

sustainability communication between Nestl® Germany 

and Nestl® France? 

Ą To what extent can the country-specific differences in 

sustainability communication be determined using the 

cultural dimensions of Hofstede et al. (2010)? 

Ą What are the specific differences in communication 

about food sustainability between Nestl® France and Nestl® 

Germany? 

3. Methodology 

A comparative corpus analysis was used as a method. The 

corpus was defined by all publications on the German and 

French Nestl® twitter profiles, that have been published 

between 1st January 2019 and 31th March 2019. These 

tweets and retweets form the examination units. The 

investigation period was chosen since it was assumed that 

new communication approaches would also be 

implemented at the beginning of a new financial year. 

Twitter was defined as the investigation channel because of 

the characteristics of being a publication medium that  

 

 

is independent of time and place and which appeals to a 

wide variety of stakeholders. Additionally, a first overview 

showed that almost every publication on the both Nestl® 

Twitter profiles were about a sustainability issue. This fact 

made the medium particularly relevant as it proved its 

importance in terms of sustainability communication. The 

status of the tweets was the 18th February 2020. The 

measuring instrument, on the basis of which the counting 

of individual categories should take place, was developed 

by using a deductive-inductive method. In a first step, the 

data were examined for formal characteristics. Was it a 

tweet or a retweet? In case of retweets, from which profiles 

were they copied? Were quotes and reference used? Formal 

categories were formed from these characteristics. In a 

second step, the data were finally examined with regard to 

content and sustainability features and sorted into first 

content categories, which were further supplemented by 

multiple subsequent inductive-deductive recoding. The 

entire coding process was done by one single coder, 

Clarissa Gl¿ck. The content category determination was 

characterized by the application of the sustainability theory 

by searching for features of the Triple Bottom Line, the 

theory of food sustainability by searching for features of 

the Food Life Cycle as well as by own inductive category 

determination. A pretest was then used to test for validity 

and reliability, and to improve the selectivity of the 

categories. The final measuring instrument enabled 

examination on the macro level (what is the general 

weighting of the sustainability aspects People, Planet, 

Profit?), enabled on a micro level a detailed examination of 

individual sustainability issues and features of the 

communication concerning food sustainability. To consider 

the sustainability communication on the macro level, the 

three higher-ranking categories were deductively derived 

from theory of the Triple Bottom Line: People includes all 

tweets and retweets that address topics related to social 

welfare, 

 

 

education, justice, social resources, health and quality of 

life. Planet addresses all topics related to natural resources, 

water, biodiversity, the strike to keep oceans and 

environment clean or refer to sustainable agriculture. 

Finally, Profit includes all tweets and retweets that deal 

with economic sustainability, for example by addressing 

the training of future workers, recruiting processes, the 

maintenance of economic strength and the measures to 

increase it. Based on the above-mentioned sustainability 

categories, functional subcategories (level 3 categories) 

Figure 1: Content Categories 
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and topic categories (level 4 and 5 categories) where 

created afterwards. Some of these categories were 

identified inductively through the careful examination of 

the corpus, regardless from existing source material. Some 

other subordinated topic categories base deductively on 

mentioned sustainability categories and were taken over 

after a usability check on the corpus. One important content 

category that was created inductively is Product reference. 

This category provides information on whether the 

publication of a sustainability communication is directly or 

indirectly promoting a Nestl® product. It was included in 

order to examine more about the intention of the tweet. The 

category Other was built to include all remaining tweets 

without any sustainability content. After the identification 

of the usable categories, topic clusters were built and the 

category system created. The detailed hierarchical structure 

of the measuring instrument should make it possible to 

distance oneself from an essentialist view and to avoid a 

too superficial examination for differences (see Figure 1).  

3.1. Formulation of Hypothesis 

On the basis of the cultural dimensions (Hofstede et al., 

2010), hypotheses were independently formulated, 

applying the characteristics of France and Germany to 

sustainability communication, which should be tested for 

falsification in the empirical part of the research. These 

hypotheses were thus used to answer the formulated 

research questions. The hypotheses are covered by self-

defined indicators in the form of categories of the 

measuring instrument. It was assumed that, if Nestl® used 

the theory of cultural dimensions in the manner how 

sustainability is communicated on the French and German 

Twitter profiles, the following hypotheses would stand up 

to a falsification attempt and that the indicators would show 

significant differences between Nestl® France and Nestl® 

Germany:  
¶ H1 ï dimension ñpower distanceò: Nestl® 
France's sustainability communication is more 
focused, while Nestl® Germany takes diversity 
more into account. This is evident both in terms of 
the published sustainability issues and in formal 
terms. 

A higher number of retweets and references indicate power 

distance. These are indicators of centralized 

communication, since Nestl® itself and some media as 

power entities would be the focus of communication. 

In contrast to this, a more diverse use of sources, through 

the more frequent publication of retweets represent a low 

power distance, as this would indicate less centralized 

communication. 
¶ H2 ï dimension ñpower distanceò: Nestl® 
Germany's sustainability communication focuses 
more on social equality and diversity than in the 
case of Nestl® France. 

The category Equality & Diversity serves as an indicator in 

this case. A significantly more frequent theming would 

therefore speak in favor of lower power distance. 
¶ H3 ï dimension ñuncertainty avoidanceò: 
Nestl® France's sustainability communication 
shows a tendency to avoid uncertainty by avoiding 

communication about the unknown, while Nestl® 
Germany shows a tendency towards greater 
willingness to innovate through showing openness 
to new things. 

 Food safety, health and product transparency as well as 

local production are indicators of uncertainty avoidance, 

since they ensure transparency and address customer fears. 

On the other hand, indicators for a low level of uncertainty 

avoidance are education, as this provides information about 

existing problems and thus more likely to trigger 

uncertainties, as well as the categories innovation, start-ups 

and expansion, as these indicate openness for the unknown. 
¶ H4 ï dimension ñmasculinity vs. femininityò: 
Nestl® France's sustainability communication is 
more based on empathy and compassion for the 
social and environmental circumstances, while 
Nestl® Germany focuses more on communicating 
long-term company growth. 

Categories for masculinity are profit, expansion, turnover, 

innovation and human capital. These go hand in hand with 

economic growth. A more frequent product reference 

indicates a masculine orientation as well as this should 

stimulate consumption. On the other hand, femininity 

would show itself through a more extensive approach to 

topics related to solidarity and empathy. This includes the 

categories planet and people in general, aid projects and 

international farmers. 
¶ H5 ï dimension ñindividualismò: Both, Nestl® 
France and Nestl® Germany highlight issues in 
social sustainability communication that affect the 
well-being of individuals, the customers. 
Collective topics are comparatively less 
addressed. 

Health, product transparency and food safety indicate 

individualism, as well as education & job. The well-being 

of individuals is in the focus of communication. The 

category international farmers relates to the support of 

small farmers through fair production methods. Aid 

projects, refers to the support of people in need in 

developing countries. These are indicators of collectivism, 

since the wellbeing of society is in the foreground.  
¶ H6 ï dimension ñlong-term orientation vs. 
short-term orientationò: Nestl® France's 
sustainability communications is increasingly 
geared towards long-term engagement, while 
Nestl® Germany places greater emphasis on speed 
and communicating solutions. 

Categories for short-term orientation are successes and 

goals as they stand for quick solutions. A generally more 

frequent discussion of profit and sales and a higher number 

of product references would also be indicators for short-

term orientation. In contrast, categories for long-term 

orientation are planet, which addresses long-term 

commitment, such as biodiversity, water and plastic & 

recycling. 

Regarding the differences in the communication about food 

sustainability between the countries, following hypothesis 

was added:  
¶ H7: Nestl® France reports more comprehensively 
on the aspects of food sustainability in comparison 
to other sustainability topics as well as in 
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comparison to Nestl® Germany's sustainability 
communication. 

Categories for food sustainability are local production, 

food safety, production, plastic & recycling, consumption 

and distribution. These correspond to aspects of the Food 

Life Cycle, which defines food sustainability. 

3.2. Performing the counting 

The categories and thus the indicators for the hypotheses 

were always counted per tweet or retweet, i.e. always the 

entire publication, including the posting text, image or 

video and any links. Through the examination of Twitter 

content and thus computer-mediated communication it was 

not sure if the data could be called up indefinitely, so all the 

tweets were copied into a Word document. This ensured 

that the content was permanently available. Each 

examination unit was counted as often as categories could 

be found in it, i.e. separately for each identified category. 

In order to ensure the accuracy and selectivity of the 

categories and to be able to clearly assign the short 

messages, the coding had to be carried out several times 

and constantly refined. A clear definition of the categories 

and anchor examples made the assignment possible. These 

measures were necessary because of the high range of 

diverse content and thus indispensable for an effective 

counting. Since each examination unit had characteristics 

from several categories and could therefore be counted 

several times, percentage values for the coverage of each 

category were determined because the first examination 

was based on percentage coverage. When considering the 

percentage coverage, the hierarchy of the categories was 

taken into account in order to gain an insight into the 

thematic distribution at lower and higher levels. The 

differences and tendencies identified in these steps 

concerning the indicators of the hypotheses were checked 

for significance in the next step by making use of the ChiĮ-

Test via the statistic program SPSS. A subsequent test for 

correlation for some of the categories by considering the 

Phi-coefficient should provide insights into the actual 

relationship between the indicators. 

4. Results 

First of all, it was striking that Nestl® France published 298 

tweets which is more than twice as many research units in 

the relevant period on Twitter than at the Nestl® Germany 

profile. Here 132 Sustainability tweets were published. 

Since in both countries, almost all publications addressed 

at least one aspect of sustainability, one can speculate about 

a higher urgency with regard to sustainability 

communication in France. At the higher level, People, 

Planet, Profit, clear trends could be identified that differ 

between the countries. Nestl® Germany communicates 

more about economic aspects of sustainability, while 

Nestl® France reports more about nature and people. The 

subject of plastic in particular is of central relevance at 

Nestl® Franceôs Twitter communication, whereas Nestl® 

Germany communicates a lot about supporting startups ï a 

topic that doesnôt even exist in the French communication.  

The following results can be summarized in relation to the 

hypotheses about the cultural dimensions: The results on 

the cultural dimension of power distance (Hofstede et al., 

2010) show a tendency that is opposed to the assuming on 

the basis of the authors' country classification. Germany 

reports more centralized than France by using more tweets 

than retweets. Because Nestl® Germany quotes and 

references significantly more, sustainability 

communication is more diverse in this aspect, however, 

indicators about the origin of these references and citations 

could not be confirmed. Overall, Nestl®'s cross-border 

sustainability communication is therefore not associated 

with any clear characteristics for different power distances. 

However, with regard to the cultural dimension of 

uncertainty avoidance, many indicators could be 

confirmed. Categories that were defined as indicators for 

openness to new and thus for low uncertainty avoidance 

were found significantly more within the communication 

of Nestl® Germany, while Nestl® France communicated 

significantly more about the categories that stand for 

uncertainty avoidance. Thus, the hypothesis that Nestl® 

France shows more signs of uncertainty avoidance and that 

Nestl® Germany shows greater willingness to take risks 

could largely be confirmed by the ways how they 

communicated sustainability.  

Concerning the dimension of masculinity vs. femininity, 

categories for economic sustainability and thus indicators 

for masculinity could actually be proven to appear more 

frequently at the communication of Nestl® Germany. 

Moreover, a product reference was used more often, which 

was also seen as an indicator of masculinity. At the same 

time, however, there is an ambivalence because Nestl® 

Germany also showed some indicators for femininity more 

frequently, such as the communication about aid projects 

and international farmers. Other indicators are more often 

addressed by Nestl® France. Therefore, the results can only 

identify some tendencies in terms of masculinity and 

femininity, whereas the hypothesis cannot be confirmed in 

general. 

Regarding the dimension of individualism, the 

individualistic orientation of both countries is not reflected 

in sustainability communication, at least not with the help 

of the defined indicators. Although a few of the indicators 

for individualism are actually more common in the 

communication of both countries than indicators for 

collectivism, the other way around is also the case and 

 

Figure 2: Thematic weighting of sustainability 

communication for France (Green) and Germany (Blue) 
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some of the indicators for collectivism have been counted 

more often. Also, no uniformity between the countries 

could be identified which, according to Hofstede et al., 

2010, can both be assigned to individualism. Thus, the 

hypothesis cannot be confirmed. 

Looking at the fifth cultural dimension, again only partial 

aspects of the indicators for both, long-term and short-term 

orientation, could be confirmed. Some others again 

indicated actually an opposite effect than expected by the 

hypothesis. While Nestl® France indeed tends to address 

more frequently environmental issues that involve a long-

term commitment, the indicators that should confirm that 

Nestl® Germany highlights faster solutions by 

communicating successes and short-term goals, could not 

be confirmed. 

The results of the Food Sustainability hypothesis partially 

reflect the results of how the two countries are listed in the 

Food Sustainability Index, however, it couldnôt be 

confirmed that Nestl® France generally reports in more 

detail about all food sustainability indicators. Nestl® 

Germany communicates a lot about meat substitutes and 

thus especially highlights the consumption aspect. This 

reflects also the tendency towards a greater willingness to 

innovate and the stronger weighting of economic 

sustainability. In turn, Nestl® France's communication on 

food sustainability includes indicators that stand for 

uncertainty avoidance namely food security, consisting of 

the aspects health and product transparency as well as local 

production. 

5. Conclusion  

The results give insights into the sustainability 

communication of Nestl® via computer-mediated 

communication. As the results are based on tweets as one 

whole examination unit, future research should have a 

closer look on the usage of hashtags and single keywords. 

This would allow a more detailed insight in how 

sustainability communication is implemented via Twitter, 

whereas this research gives an overview of the thematic 

weighting. Twitter provides also huge potential by 

anchoring news through the usage of external links. Due to 

their size, these links could not be included in the present 

investigation, but they offer further information, while the 

tweets themselves, with their word limit, are only kept very 

concise. Of course, this conciseness also has an impact on 

the informative value, especially when applied on the 

complexity of culture, and thus also on the results. Future 

research should thus extend the focus on further 

information anchors, provided within the tweets. In 

addition, the huge difference in the number of published 

tweets between the two countries raises the question 

whether this could be due to different communication 

strategies in general. For example, the level of popularity 

and reach potential of Twitter in France and Germany could 

play a role. Therefore, it would be interesting if future 

research takes differences of general communication 

strategies of France and Germany into account, for example 

by examining the activation date of Twitter and the total 

amount of tweets, followers and interactions in both 

countries.  

Moreover, the results show that just as culture is deeply 

rooted in a social group, it is also multi-layered, complex 

and dynamic and difficult to break down to five 

dimensions. Although tendencies towards differences 

between Nestl® France and Nestl® Germany can be 

recognized and the hypothesis of large and small 

uncertainty avoidance in sustainability communication was 

largely confirmed, the results of the other hypotheses do not 

lead to any clear generalizations about a possible 

classification of the two countries in the cultural 

dimensions. Nevertheless, the identified trends offer an 

approach for future research in this area. For example, 

Nestl® Germany seems to be communicating more about 

economic sustainability, integrating more product 

relevance and addressing innovation and corporate 

sustainability, while Nestl® France prefers social and 

environmental issues and places greater emphasis on food 

security and local origins. Absolute truths are not 

formulated, because various influences can play a role here. 

Nevertheless, the results could encourage a global player 

like Nestl® to think about a new direction towards 

networked, international sustainability management, which 

would certainly help to promote global awareness of global 

issues, to stimulate socially responsible behavior in relation 

to sustainability, and incidentally, to deepen the trust of the 

stakeholders with comprehensive, integrating 

sustainability communication. 
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Abstract  

The main objective of our research is the study of core environmental vocabulary in English. Specifically, we examine the interplay 
between technical usage of this vocabulary ï its scientific terminology ï and its usage in ordinary discourse, with special attention paid 
to cases of terminological misuse. In the context of our study, by ordinary discourse we mean linguistic productions of general public 
found on social networks, more specifically, Twitter and Reddit. A key component of our study is data collection and data processing. In 
order to build our thematic environmental corpus using data from social networks, we compiled a set of environmental keywords using 
the term candidates extraction technique described in Shvets and Wanner (2020). Such a set was used to collect a test corpus of tweets 
and Reddit comments related to the environmental topic. The extracted raw texts were further processed to obtain a normalized and clean 
corpus. Additionally, in order to improve the quality of already processed data, a topic modelling technique was introduced to eliminate 
texts of no relevance to the environmental theme (řehŢŚek and Sojka, 2010). Furthermore, using data from our initial corpus we built a 
subcorpus called Carbon to serve as a ground for a preliminary linguistic analysis of the environmental term carbon. In official 
environmental discourse, carbon is an ñumbrellaò term used to denote several things when it comes to greenhouse gas emissions. In 
addition, this term has settled in the ordinary laymen communication (Fletcher and Downing, 2011). By means of manual analysis 
complemented with automated techniques, we investigated how users of social networks conceptualize carbon and what linguistic means 
they employ to express those conceptualizations. Our findings indicate that the semantics of carbon is not unified in the official 
environmental terminology which allows for its ambiguous use and multiple interpretations in the specialized environmental discourse 
as well as in ordinary discourse.  
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Abstract 
We bring together three complementary case studies on the linguistic phenomenon of accommodation (i.e. people adapting their language 
use to that of their interlocutor) in Flemish teenagersô instant messages on Facebook Messenger and WhatsApp. Each case study focuses 
on a different aspect of the interlocutorsô socio-demographic profile which may lead to distinct adaptation patterns: their gender, 
education, and age. Analyses with generalized linear mixed models reveal how teenagersô usage frequency for two sets of prototypical 
chatspeak features depends on the profile of the conversation partner. Significant adaptation patterns emerge with respect to all three 
socio-demographic variables. However, the linguistic features that are subject to adaptation and the accuracy of this so-called ómirroringô 
differ depending on the interlocutorsô profiles, which points to different accommodative behavior by distinct groups of teenagers. 
 
Keywords: accommodation, mirroring, social media, teenagers, gender, education, age 

 

1. Introduction 

It has been attested repeatedly that teenagersô socio- 

demographic profiles and their online writing style corre- 

late: youths with distinct profiles (in terms of e.g. gender 

or age) tend to favor certain markers of online writing to 

different extents (De Decker and Vandekerckhove, 2017; 

Hilte et al., 2020b; Verheijen, 2018). But little is known 

about the impact of the interlocutorôs profile in online 

contexts such as instant messaging. While the phenomenon 

of accommodation (i.e. the adaptation of oneôs 

communicative behavior to that of oneôs interlocutor) has 

been widely investigated in spoken face-to-face 

interactions (see below), it is under-researched in 

(spontaneous, synchronous) written online conversations. 

The present paper aims to fill this gap by bringing together 

three complementary case studies on accommodation in 

teenagersô instant messages, with a respective focus on the 

interlocutorsô gender, education, and age1. 

2. Related research 

According to the sociolinguistic framework Communica- 

tion Accommodation Theory, accommodation is driven by 

a desire to facilitate interaction and to regulate social 

distance between interlocutors (Dragojevic et al., 2015).  

Adapting oneôs language to that of others decreases the  

linguistic but also the social distance between 

interlocutors. 

 

1Each of the case studies is published or forthcoming (Hilte et al., 

2020a; Hilte et al., 2021; Hilte et al., under review). For an 

extensive discussion of the related work, research design and 

results per study, we refer to these papers. The present 

contribution brings these separate articles together for the first 

time and will focus on comparing and confronting the findings. 

This synthesis, in which studies on three distinct socio-

demographic variables are confronted, offers a more complete 

and holistic perspective on accommodation. 

 

 

 

While the inclination to mirror the communicative style of 

others differs among individuals, some robust patterns 

relating to interlocutorsô socio-demographic profiles have 

been found. With respect to gender, asymmetrical con- 

vergence has often been established, with women adapt- 

ing their language use more strongly to men than vice versa 

(Palomares et al., 2016). But speech complementarity has 

been attested too, i.e. mutual divergence by men and 

women in order to consolidate social gender roles 

(Dragojevic et al., 2015). 

In interactions between people of different 

ages/generations, common patterns are under- 

accommodation by older interlocutors versus over- 

accommodation by younger interlocutors, i.e. failing to 

adjust versus overadjusting oneôs communicative behav- 

ior to others (Giles and Gasiorek, 2011; Williams and 

Nussbaum, 2001). Overaccommodation to the elderly in 

particular is called ópatronizing talkô, and includes e.g. 

oversimplified and excessively loud speech (Giles and 

Gasiorek, 2011; Williams and Nussbaum, 2001). 

Interlocutorsô educational background, finally, has - to the 

best of our knowledge - not yet been studied with respect 

to accommodation. Several papers do discuss the related 

variable of social power or position. So-called óupwardô 

social convergence has been attested repeatedly, that is 

more communicative adaptation towards interlocutors 

with greater (social) power (Dragojevic et al., 2015). 

3. Data and method 

3.1. Corpus 

The corpus that is investigated in the three case studies 

contains 456,751 social media messages produced by 

1,398 Flemish teenagers (living in Flanders, Dutch-

speaking Belgium). The teenagers, aged 13-20, are pupils 

in secondary education. They attend general, technical, or 

vocational secondary education, which range from very 

theory- to mainly practice-oriented. The dataset contains 

the pupilsô spontaneous, private instant messages, 

produced in Dutch on Facebook Messenger and 
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WhatsApp, mainly between 2015-2016. 

The corpus was collected in collaboration with schools. 

Pupils were invited to voluntarily donate chat 

conversations that were produced before our school visits. 

Note that some groups of pupils (e.g. girls) donated more 

data than others (e.g. boys). The participants also provided 

the relevant metadata: their own age, gender, and 

educational track (see Table 1 for the distributions in the 

corpus) and the age of their interlocutors (in case their data 

were not part of the teenage corpus). Finally, we asked the 

pupilsô (and for minors also their parentsô) permission to 

store and linguistically analyze their anonymized 

messages. 

 

Variable Levels Tokens 

Gender Girls 1,759,067 (66%) 

Boys 894,857 (34%) 

Age Young teens (13-16) 1,385,802 (52%) 

Older teens (17-20) 1,268,122 (48%) 

Education General 747,867 (28%) 

Technical 1,192,595 (45%) 

 

 Vocational 713,462 (27%) 

Medium Facebook Messenger 2,045,396 (77%) 

WhatsApp 579,463 (22%) 

Total  2,653,924 

Table 1: Distributions in the corpus 

 
3.2. Linguistic Variables 

The case studies include two sets of linguistic variables 

that are prototypical of instant messaging, as they relate to 

two ómaximsô (implicit rules of linguistic conduct) of 

informal online writing, the maxims of expressive 

compensation and orality (Thurlow and Poff, 2013). 

The principle of expressive compensation entails several 

(mostly typographic) strategies that compensate for the 

absence of certain expressive cues in written 

communication, such as facial expressions or voice 

volume. Examples of features are emoticons and emoji 

(e.g. :D), character repetition (e.g. niiiice!!!), and allcaps 

(e.g. YES). 

The orality principle concerns speech-like writing: the 

register in instant messages often reflects typical speech 

patterns rather than classical written communication. In 

our corpus of Flemish teenagersô online writing, this results 

in the use of regional and colloquial features (e.g. zoekt gij 

ambras? for zoek jij ruzie?, óare you picking a fight?ô), and 

the insertion of English words or phrases typical of 

adolescent talk (e.g. echt nice, óreally niceô). 

All feature occurrences were detected automatically in the 

corpus with Python scripts. The softwareôs performance 

was evaluated as reliable on a manually annotated test set 

(see Hilte et al. (2020b) for an extensive discussion). 

 

3.3. Method 

We approach accommodation from a quantitative 

perspective, i.e. as significant in- or decreases in the 

authorsô usage frequency of linguistic features depending 

on their interlocutorsô profiles. In all three case studies, 

generalized linear mixed models (Poisson distribution) 

were used to predict the participantsô usage frequency for 

expressive and oral features, with aspects of their 

interlocutorsô socio-demographic profiles serving as 

predictors. A random effect for subject and conversation 

was added to correct for repeated measurements, as both 

authors and conversations may occur more than once in the 

corpus (e.g. the same author in different interactions, or 

one interaction represented by its different participants). 

An observation-level random effect was added to avoid 

overdispersion (i.e. the variance of the response exceeding 

the mean; see Hilte et al. (2020b)). Finally, differences in 

sample size between observations are dealt with through 

an offset for (the logarithm of) the number of tokens per 

observation. Below, we discuss the best models per case 

study, i.e. the models that best fit the data (experimentally 

determined through stepwise deletion of insignificant 

predictors). 

4. Results 

Below, the results of the case studies are summarized. The 

present section and the discussion section aim to compare 

and confront the three separate analyses. For a more 

detailed discussion of the results per study (including e.g. 

model summary tables), see Hilte et al. (2020a; 2021; 

under review). 

 
4.1. Gender 

The first case study (Hilte et al., 2020a) compared 

teenagersô mixed-gender chats (including boys as well as 

girls; 34% of all conversations in the dataset) to same- 

gender chats (including only boys or only girls; 66% of all 

conversations in the dataset). The statistical analyses 

revealed no significant accommodation for oral markers 

(e.g. regional and colloquial language features), which are 

more prototypical ómaleô features (Hilte et al., 2020b). But 

significant adaptation did emerge for expressive markers 

(e.g. emoji), which are generally inserted much more 

frequently by girls than boys (Hilte et al., 2020b). Both 

genders alter their use of expressive markers in mixed-

gender chats, making their writing style more similar to 

that of their interlocutor of the opposite gender (see Figure 

1). In one-on-one talks (including two interlocutors), 

which are shown on the left panel of Figure 1, girls insert 

significantly fewer (p = 0.0266) and boys significantly 

more expressive markers (p < .0001) when interacting with 

someone of the opposite gender versus when they chat with 

someone of the same gender. But, as Figure 1 shows, boys 

converge much more strongly to a (more expressive) 

ófemaleô style than vice versa. This contradicts previous 

work on spoken interactions, in which either a stronger 

convergence by women has been observed, or mutual 

divergence (see above). So the phenomenon of gender 

accommodation does extend from spoken to online written 

interactions, but the specific gender convergence patterns 

that have been attested in oral settings do not hold in our 

corpus of instant messages. Finally, we note that a similar  
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Figure 1: Expressive markers by authorôs gender, in 

same- vs mixed-gender conversations that are either one-

on-one or group chats (predicted counts per 100 tokens). 

Figure 2: Interaction between two female friends. 

 

gender accommodation pattern as in one-on-one chats can 

be observed in group chats (including more than two 

interlocutors), as shown on the right panel of Figure 1. 

However, the accommodative adjustment by girls nor boys 

appeared significant (p = 0.07 resp. 0.1415). Intuitively, 

this finding of óweakerô linguistic mirroring in group 

conversations makes sense ï but we will come back to it in 

the discussion. 

Since significant adaptation was only observed for 

expressive markers, which can serve as ótoolsô for flirting, 

we examined to which extent gender accommodation can 

be obscured by flirting. An exploratory qualitative analysis 

of the corpus revealed that specific expressive markers 

with a romantic connotation (e.g. heart emoji) need not 

involve flirting, at least not in all-girls chats: girls use them 

abundantly in both romantic and non-romantic 

conversations (e.g. to express close friendship, as 

illustrated by the example in Figure 2). 

Such a non-romantic use of these markers was absent in 

boysô chats. Consequently, we argue that flirting and gen- 

der accommodation (of expressive markers) are related  

yet distinct phenomena, and that even óromanticô 

expressive markers are not solely used for flirting, but are 

truly part of a general female adolescent online style. 

Finally, the case study revealed that while the teenage girls 

in the corpus showed less accommodative behavior than 

the boys in terms of feature frequency (see above), they 

seemed to take into account male aversion for particular 

features (e.g. heart emoji) by avoiding them in non-flirty 

mixed-gender conversations. The boys, who accommodate 

more strongly in terms of feature frequency, much less do 

so in terms of adopting particular female features, except 

when flirting is involved. 

Figure 3: Expressive markers by the interlocutorôs 

educational track (predicted counts per 100 tokens). 

 
4.2. Education 

The second case study (Hilte et al., under review) first of 

all shows that Flemish teenagersô instant messaging 

primarily proceeds within same-education networks, i.e. 

between pupils who attend the same educational track in 

secondary school (76% of the conversations in the dataset). 

But still, the statistical models reveal that when youths do 

chat across óeducational boundariesô (24% of the 

conversations in the dataset), they adapt their online 

writing style depending on their interlocutorôs educational 

profile: the teenagersô usage frequency of oral and 

expressive markers significantly differs depending on 

whether they are interacting with a student from general, 

technical, or vocational education. However, this 

adaptation is only an accurate mirroring of the 

interlocutorôs style for expressive features2 (see Figure 3): 

i.e. the teenagers actually approach the average usage 

frequency for emoji, allcaps, ... by general, technical, and 

vocational pupils. For instance, when interacting with 

vocational students, who are generally the most ardent 

users of expressive markers (Hilte et al., 2020b), the 

teenagers tend to increase their own expressiveness to 

match that of their interlocutor. The frequency differences 

for expressive markers that are evoked by the interlocutorôs 

educational profile (i.e. the teenagersô accommodative 

adjustments with respect to their conversation partnerôs 

education) are all significant (difference when chatting 

with a gen. vs tech. interlocutor p = 0.0082; gen. vs voc. 

interlocutor p = 0.0003; tech. vs voc. interlocutor p 

< .0001). The distinction between expressive and oral 

markers (for which respectively accurate versus inaccurate 

mirroring was observed) will be addressed in the 

discussion.  

The findings of the second case study also indicate that 

pupils in different school systems do not adapt their online 

writing style to different extents (depending on their 

interlocutorôs educational profile), so all teenage 

2In the present contribution, we do not describe or visualize the 

pattern for oral markers, since it was not an accurate mirroring of 

the interlocutorôs style (but see Hilte et al. (under review) for a 

discussion). 












































































































